A Flexible Analysis and Prediction Framework on Resource Usage in Public Clouds
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Abstract—In cloud computing environments, users can rent virtual machines (VMs) from cloud providers to execute their programs or provide network services. While using this kind of cloud services, one of the biggest problems for the users is to determine the proper number of VMs to complete the jobs considering both budget and time. In this paper, we propose a resource prediction framework (RPF), which can help users choose the minimum number of virtual machines to complete their jobs within a user specified time constraint. In order to verify the feasibility of RPF, we have done three case studies, namely parallel frequent pattern growth (FP-Growth), parallel K-means, and Particle Swarm Optimization (PSO). These algorithms are typically executed repeatedly with different execution parameters to find the optimal results. When evaluating RPF by these algorithms in cloud environments, we have to modify them to parallel versions. The evaluation results indicate that RPF can successfully obtain the minimum number of VMs with acceptable errors. According to our case studies, the proposed RPF can be adopted by data intensive jobs by providing flexibility to both end users and cloud system providers.
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I. INTRODUCTION

Cloud computing provides users flexible computing and storage resources. By renting resources from cloud providers, users could avoid expensive hardware investment and maintenance cost. The services of cloud computing is generally classified into three types, software as a service (SaaS), platform as a service (PaaS) and infrastructure as a service (IaaS). Amazon Elastic Compute Cloud (Amazon EC2), which is an IaaS provider, provides many types of VMs with different EC2 computing units and memory sizes. The billing method is based on the offered VM capabilities and the rented time. MapReduce is a parallel programming platform for users to develop parallel programs in cloud environments. Although the goal is to reduce execution time, users usually do not know how many VMs they really need to execute their jobs. There is a trade-off between the rented VM numbers and the resulting execution time. The goal of this paper is to propose a resource prediction framework (RPF) for predicting the minimum number of VMs required for a MapReduce job under a user specified time constraint.

The proposed RPF consists of training and prediction algorithms. In the training algorithm, users execute their parallel jobs with different execution parameters and the system records the execution parameters, the number of VMs used, and the corresponding execution time. After collecting enough data, the training algorithm computes a model for prediction. When the job is executed with a new set of execution parameters and an expected response time, the prediction algorithm computes a suggested minimum number of VMs based on the trained model to the user.

In this paper, we conduct three case studies, namely parallel frequent pattern growth (parallel FP-growth), parallel K-means and Particle Swarm Optimization (PSO), to verify the performance of RPF. Since these algorithms are data-intensive ones, their execution times may be reduced significantly while executing in parallel. We hence modify them to parallel versions by referring to [1][2][3] and execute them on RPF. The evaluation results show that RPF can predict the required number of VMs with small root mean square errors (RMSE).

The contribution of this paper are as follows:

• A novel VM-based and job-oriented resource prediction framework.
• The proposed training and prediction algorithms.
• The regression functions for prediction.

The rest of the paper is organized as follows: Section II details the related work of resource provisioning in cloud datacenters. Section III describes our system design. The training and prediction algorithms of RPF are discussed in Section IV. Section V, Section VI and Section VII describe our case studies to demonstrate some performance evaluations. Finally, Section VIII concludes the paper.

II. RELATED WORK

Recent research on cloud computing has been focused on Service Level Agreement based (SLA-based) resource provisioning. Reference [4] proposes a model to manage the VMs in the datacenter dynamically to meet SLA. The model monitors the resource demand during the current time window in order to make decisions about the server allocations and job admissions during the next time window. Therefore, the model can adjust the number of VMs for high performance computing (HPC) jobs and web jobs.
and the sets of execution parameters. The training model is used to analyze the relationship among the response times, VM resources and in the prediction process is the same. In [5] and [6], they meet SLA by resource prediction. The prediction results are the utilizations of CPU and memory. However, users cannot easily translate the results into the needed number of VM numbers from this estimation result. The framework we proposed output the minimum number of VMs, which is more intuitive for users. Reference [7] proposes an optimal resource provisioning for MapReduce programs. They analyze the execution time of mapper and reducer process and use regression methods to estimate the execution time of a MapReduce job with different numbers of VM. The analyzing process is only suitable for simple MapReduce jobs such as WordCount and PageRank. Our framework, however, can estimate the number of VMs and execution time for any kind of MapReduce jobs.

III. SYSTEM DESIGN

In this section, we introduce the architecture of RPF for predicting the minimum number of required VMs to execute a MapReduce job within the expected execution time. We assume that the MapReduce platform in the training process and in the prediction process is the same.

The input to this framework is a set of execution parameters of a MapReduce job and the users’ expected execution time for the job. The RPF then recommends the number of VMs to run the MapReduce job. The system architecture is shown in Fig. 1.

In the SLA module, users have to input some part of execution parameters and the response time they expect for the MapReduce job. This information is sent to the prediction model.

In training model, the system collects the historical resource usage data including the number of VMs, execution parameters and response time of previous executions. In addition, the regression-based model is adopted to analyze the relationship among the response times, VM resources and the sets of execution parameters. The training model will output the regression model with the smallest RMSE to the prediction model.

The preferred regression-based model and the SLA requirements are the inputs of the prediction model. This prediction model could directly predict the minimum number of required VMs of a job, which is named “direct VM prediction method”, by applying the regression model with the expected response time and the execution parameters. In some cases, however, we observed the direct VM prediction method is not applicable because the parallelism degree of the MapReduce job is low. An indirect VM prediction method is proposed to deal with this problem by predicting the execution time of a job first.

IV. RPF ALGORITHMS

Next, we present the training algorithm, prediction algorithm and an extension of prediction method in Section IV-A, Section IV-B and Section IV-C, respectively.

A. Training Algorithm

In order to construct an accurate prediction model, users have to execute their parallel jobs with different execution parameter sets. For instance, in a sorting job, the number of items to be sorted is one execution parameter and the response time of an execution is another. We define the following notations to formulate this algorithm. $s_{i1}, \ldots, s_{in}$ represent a set of $n$ execution parameters in the $i$th execution. $z_i$ is the number of VMs used in the $i$th execution. The input of the training algorithm is a set $S$, $\{(s_{i1}, \ldots, s_{in}, z_i), \ldots, (s_{k1}, \ldots, s_{kn}, z_k)\}$, which consists of the set of $n$ execution parameters and the used VM numbers for each execution $i$. Since the regression-based method is utilized in this system, we adopt three common regression models for the training purpose. Eq. (1) is a linear regression model and Eq. (2) is a quadratic regression model and also a linear regression model since the coefficients are not in the exponential part. Eq. (3) is a non-linear regression model since the coefficients are exponential.

$$f(x_1, \ldots, x_n) = a_1 x_1 + \ldots + a_m x_n$$

$$f(x_1, \ldots, x_n) = a_1 x_1^2 + \ldots + a_m x_n^2 + a_{n+1} x_1 + \ldots + a_{2n} x_n + a_m$$

$$f(x_1, \ldots, x_n) = a_1 e^{ax_1} + \ldots + a_{2n-1} e^{a_{2n} x_n} + a_m$$
\[ \sum_{i=1}^{k} [z_i - f(s_{i1}, \ldots, s_{in})]^2 \text{ is minimized.} \]

Among these three regression models, the model with the minimum RMSE, i.e.

\[ \sqrt{\sum_{i=1}^{k} [z_i - f(s_{i1}, \ldots, s_{in})]^2}, \]

is chosen as the model for the prediction algorithm.

### B. Prediction Algorithm

The training procedure chooses the regression model with RMSE the smallest and outputs the computed coefficient set, \( A = (a_1^*, \ldots, a_m^*) \), of the regression model. After the model is trained, the prediction algorithm could predict the required number of VMs of a job when it is a new execution parameter set. At first, the user specifies a new set of execution parameters, \( \{s'_{i1}, \ldots, s'_{in}\} \), for a job in this execution. In the training phase, the response time of an execution is one of the execution parameters. However, the response time is unknown in the prediction phase. The execution time parameter should be the expected execution time, \( T_{\text{ept}} \), specified by the user for this new job. Substituting the variables of the chosen model among Eq. (1), Eq. (2) and Eq. (3) with \( \{s'_{i1}, \ldots, s'_{n-1}, T_{\text{ept}}\} \) will obtain the predicted number of VMs required for this execution. For instance, we assume that Eq. (2) is the preferred model and the expected execution time is at the last parameter of the model. Therefore, the prediction model shown in Eq. (4) is Eq. (2) with the computed coefficient set \( A^* \) from training algorithm.

\[
 f(x_1, \ldots, x_n) = a_1^* x_1^2 + \ldots + a_n^* x_n^2 + a_{n+1}^* x_1 + \ldots + a_{2n}^* x_n + a_{n+1}^* \tag{4}
\]

Finally, the predicted number of VMs is calculated by

\[
 f(s'_{i1}, \ldots, s'_{n-1}, T_{\text{ept}}) = a_1^* s'_{1}^2 + \ldots + a_{n-1}^* s'_{n-1}^2 + a_n^* T_{\text{ept}} + a_{n+1}^* s'_{1} + \ldots + a_{2n-1}^* s'_{n-1} + a_{2n}^* T_{\text{ept}} + a_{n+1}^* \tag{4}
\]

### C. Extension: Indirect VM Prediction

As we observed in the experiment, the required number of VMs might not closely related to all of the execution parameters if the parallel program is not fully parallelized.

Fig. 2 is the experiment result of parallel FP-growth. Fig. 2(a) and (b) illustrate that the number of VMs is not related to the execution time and the execution time is only related to “support”, which is an execution parameter of FP-growth. Therefore, the prediction algorithm in Section IV-B might not be applicable in this situation. We propose an indirect VM prediction algorithm for solving this problem. First, it needs some modifications to the training algorithm in Section IV-A. \( z_i \) in the indirect VM prediction is the execution time of the \( i \)th execution and the used number of VMs is one of the execution parameters for the \( i \)th execution. Except for the modifications, the training algorithm is the same as that in Section IV-A. The basic idea of indirect VM prediction is to bound the expected execution time by predicting the execution time with all of the feasible number of VMs, \( V = (v_1, \ldots, v_r) \). When there is a new job with a new execution parameter set, the execution times with different number of VMs parameters are predicted by the chosen regression model and the execution times are recorded by a set \( T = (t_1, \ldots, t_r) \). \( t_r \) represents the predicted execution time by \( r \) VMs execution parameter. By comparing the execution time predicted with the \( T_{\text{ept}} \) and we could obtain a time called \( T_{\text{prt}} \) which is is smaller than \( T_{\text{ept}} \) and is the largest one in \( T \). After finding \( T_{\text{prt}} \), we can output the number of VMs in \( V \) which is corresponding to \( T_{\text{prt}} \). Then, this predicted number of VMs is the minimum number of VMs, which could complete the new job within the \( T_{\text{ept}} \).

### V. Case Study of FP-growth

Fig. 3(a) shows the example of FP-growth. FP-growth can find out that whether they buy diapers if customers have already bought beers and bread. This information is useful for some retailers such as Wal-Mart. Fig. 3(b) shows the execution process of FP-growth on RPF. While we are executing parallel FP-growth to find out the association rules, RPF records the execution time and execution status such as the number of VMs and support. This historical resource usage data can be used to predict the execution number of VMs.
FP-growth uses the divide and conquer strategy to find the frequent items. There are two phases in FP-Growth algorithm. First phase is constructing FP-tree. In this phase, we find frequent items whose appearance frequency is larger than minimum support and sort items in frequency descending order. And then we construct a root node which is marked by null and add the branch of each transaction. The second phase is FP-Growth. In this phase, we find out conditional pattern bases which are associated with every frequent item in FP-tree. The conditional bases whose frequency are larger than minimum support are put in conditional FP-trees. After constructing conditional FP-tree of every frequent item, we can output the frequent patterns. The detail of FP-growth is in [9][10].

We execute MapReduce counting to find frequent items whose appearance frequency is larger than minimum support and sort items in frequency descending order. After MapReduce counting, frequent items are separated into many parts for every mapper to execute. Every mapper output the conditional patterns according to input files and send the result to the reducers. The reducers have two step to execute. First, the reducers collect the conditional patterns from every mapper and combine these patterns which are associated with same frequent item. Second, the reducers construct the conditional FP-tree of every frequent item and output the frequent patterns. The execution time of parallel FP-growth is much shorter than the execution time of FP-growth.

**A. Parallel FP-growth**

B. Parallel FP-growth on RPF

We execute parallel FP-growth on MapReduce platform with different support. Therefore, we can collect different execution parameters, such as support and execution time to be the input of training algorithm. In Fig. 6, we input support 2000 to 11000 and the historical execution time in the training algorithm. After executing training algorithm, we can obtain an regression model whose root mean square error (RMSE) is the smallest. We use this regression model to predict the number of execution VMs for the new jobs. The new job's support which is 5000 and expected response time 750 second which is set by users is the input of prediction algorithm. We put the support, the expected response time and the regression coefficient set A which is the output of training algorithm into the prediction equation. The equation outputs the minimum number of VMs. The example of prediction algorithm is shown in Fig. 7. If the prediction result is not accurate enough, we can try to use prediction algorithm in Section IV-C to estimate the number of execution VMs. We put the support, the number of VMs and the regression coefficient set A which is the output of training algorithm into the prediction equation. The equation outputs the execution time of every situation. We can use the expected execution time and the result of prediction algorithm to decide the minimum number of VMs of the new job. Fig. 8 shows the example of prediction execution time methods.

C. Experiment Setup

We construct two physical machines as the platform. The CPU of physical machines is Intel(R) Core(TM) i7-2600 CPU 3.40GHz and 4G ram. There are four virtual machines in each physical machine. Hadoop is installed in virtual machines. We refer to [1] and Apache Mahout project [11] to modify the FP-growth in parallel. The dataset is from [12]. We choose the dataset which consists of 10 million ratings and 100,000 tag applications applied to 10,000 movies by 72,000 users.

D. Evaluation

The models in Eq. (1), Eq. (2) and Eq. (3) are adopted in this case study. The trained models of direct and indirect VM prediction method are shown in Fig. 9 and Fig. 10, respectively. Fig. 11 shows the RMSEs of these two prediction methods. The prediction result of exponential function is the most accurate and the result of quadratic function has the maximum error. Overall, the regression methods we propose can output the minimum number of execution VMs to users accurately.
parallel K-means, execute it on Hadoop platforms to collect the historical job usage data and estimate the minimum VM numbers of a new K-means jobs. The scenario and introduction of K-means is in Section VI-A.

A. Parallel K-means

K-means clustering algorithm is a well-known unsupervised clustering algorithm and it partitions objects into groups by analyzing the relationship or similarity of ob-
projects. Usually, the input data of K-means called dataset is intensive. For example, the BigCross dataset [13] which is 11,620,300 points in 57-dimensional space and the Census1990 dataset [14] which is 2,458,285 points in 68 dimensions are used in [15]. Furthermore, analyzing the relationship between objects could be processed in parallel.

The sequential K-means algorithm could be modified to a parallel K-means algorithm. Then, we use the parallel K-means to be a case study of RPF.

K-means is used to partition the data into $K$ clusters. The input of K-means are the cluster number $K$ and the data which is used to cluster. The output is $K$ clusters. There are four steps of K-means. First step is choosing $K$ data to be the central node of every cluster. Every node compute the distance between it and the central node is second step. The third step is assign every node to the cluster according to the distance result in second step. The fourth step is computing the central node of every cluster according to the average value of the data node in the clusters. The second, third and fourth steps are repeated until the clusters are not changed anymore.

Fig. 12 shows the execution process of parallel K-means. The input data node A, B and D is allotted into different mapper to compute the distance between it and every central node C1, C2. After mappers output the distance result of A, B and D, the reducers have two step to execute. First, the reducers find the closest cluster for A, B and D according to the distance result. Therefore, B is changed to cluster 2. Second, the reducers compute the central node of every cluster according to the average value of the data node in the clusters. The central node of cluster 2 is changed to D. The mapper and reducer process are iterative executed until the clusters are not changed anymore.

**B. Parallel K-means on RPF**

The steps of resource prediction of parallel PSO is same with parallel FP-growth. We send different execution parameters $K$ and the corresponding execution time to training algorithm. The training algorithm outputs an regression model whose root mean square error (RMSE) is the smallest. We use this regression model to predict the number of execution VMs for the new jobs with different $K$. The prediction algorithm and indirect VM prediction algorithm output the minimum number of VMs of the new jobs. We choose the result whose RMSE is smaller to be the output of RPF.

**C. Parallel K-means on RPF Experiment Setup**

The experiment environment is same with the FP-growth experiment. We refer to [2] and Apache Mahout project [11] to modify the K-means in parallel. The dataset is also same with FP-growth dataset which is rating data sets from the MovieLens web site [12]. We use K-means to cluster the users who have the same interest of movies.

**D. Evaluation**

The models in Eq. (1), Eq. (2) and Eq. (3) are adopted in this case study. The trained models of direct and indirect VM prediction method are shown in Fig. 13 and Fig. 14, respectively. Fig. 15 shows the RMSEs of these two prediction methods. The prediction result of quadratic function is the most accurate and the result of linear function has the maximum error. We also can find that the RMSE of RPF is no more than 1.5. In brief, RPF can predict the minimum number of execution VMs to users accurately.

**VII. Case Study of PSO**

Particle Swarm Optimization (PSO), an optimization algorithm that was inspired by bird and fish foraging social behavior [16]. In the beginning, the birds have no idea about the food location. They guess and fly to better location by their experience and intuition. When a bird finds the food, it broadcasts the location to other birds. Other birds fly to the food location. Bird foraging behavior is the concept of mutual influence in society which can lead all individual bird toward the location of the optimal solution. PSO has become popular because it is simple, requires little tuning, and has been found to be effective for a wide range of problems. Since every node in PSO can compute the local best value
by itself, PSO is suitable for MapReduce framework. In this paper, we refer to [3] to modify PSO in parallel and demonstrate parallel PSO on RPF.

A. Parallel PSO on RPF

The steps of resource prediction of parallel PSO is same with parallel FP-growth and parallel K-means. We execute parallel PSO with Rosenbrocks test function by different dimension \( d \). We collect the different parameter \( d \) and execution time to be the input of training algorithm. After the process of training, we predict the minimum number of VMs of a new job with different \( d \) by the prediction algorithm and indirect VM prediction algorithm. The performance of parallel on RPF is shown below.

B. Parallel PSO on RPF Experiment Setup

The experiment environment is same with the FP-growth and K-means experiment. The input dataset is generated by latin hypercube sampling [17] with different domain. The optimization function of PSO is Rosenbrocks test function and \( x_i \in [-100, 100] \). We use PSO to find optimal solution of Rosenbrocks function.

C. Evaluation

The models in Eq. (1), Eq. (2) and Eq. (3) are adopted in this case study. The trained models of direct and indirect VM prediction method are shown in Fig. 16 and Fig. 17, respectively. The RMSEs of these two prediction methods are shown in Fig. 18. The prediction result of indirect VM prediction is more accurate than direct VM prediction. The reason is that parallel PSO program is not thorough parallel. That is, while users’ program is not fully parallel, the indirect VM prediction algorithm can provide the better results.

VIII. CONCLUSION

In this paper, we proposed a VM-based and job-oriented resource prediction framework (RPF) to predict the minimum number of VMs which can complete the user’s MapReduce job within the user specified response time. We not only proposed RPF but also demonstrated parallel FP-growth.
parallel K-means and parallel PSO on RPF for evaluating the performance of our proposed framework. The evaluation results showed that RPF can predict the number of VM accurately and can be adopted by data intensive algorithms. In our future work, we will propose a VM allocation model to cooperate with RPF which could efficiently utilize the resources of a data center.
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