Rectangle-Based Neo-Plasticism-Like Image – A New Type of Art Image and its Application to Covert Communication
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A new type of art image, called rectangle-based Neo-Plasticism-like image, is proposed, via which messages can be hidden for covert communication. Also proposed is an automatic method for creating such art images, which applies recursive binary partitioning to a source image by finding the maximum mutual information of the spatial positions and image intensities of the divided sub-regions. The resulting image consists of rectangular regions separated by horizontal and vertical lines, which show the abstraction style of the Neo-Plasticism art. Attracted by the artistic image content, a hacker hopefully will pay no attention to the hidden secret. Two data hiding techniques based on the binary partition tree constructed in the art image creation process are proposed, which embed messages by replacing the LSBs of each rectangular region’s colors or by generating additional partition lines in the region. A message extraction process is also proposed. Data security is considered seriously by randomizing the message bits before being embedded, changing randomly the priorities of the sub-regions used in message hiding, and embedding fake messages to interfere with the hacker. Good experimental results show the feasibility of the proposed techniques for covert communication via the proposed type of art image.
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1. INTRODUCTION

In recent years, automatic art image creation by computers becomes popular, and many methods have been proposed [1-9]. Hertzmann [2] gave a survey of methods for automatic creation of art images by stroke-based rendering using discrete elements like paint strokes and stipple. The common goal of these methods is to make the generated art image look like another type of image. For example, one type of art image created by watercolor painting by Hertzmann [3] is shown in Fig. 1, where Fig. 1 (a) is the original image and Fig. 1 (b) is generated by a computer program. Two examples of other types of computer art images are shown in Fig. 2, where Fig. 2 (a) was created by simulated pen-and-ink drawing proposed by Salisbury [5], and Fig. 2 (b) is a stained glass image created by an image filter presented in Mould [7].

In this study, we try to imitate another type of art, called Neo-Plasticism, to generate images with similar abstraction, called rectangle-based Neo-Plasticism-like images. As
illustrations, Fig. 3 shows two examples of Neo-Plasticism art images, and Fig. 4 shows an example of the rectangle-based Neo-Plasticism-like image created by the art-image generation method proposed in this study.

(a) (b)

Fig. 1. Art images created by Hertzmann [3]; (a) An original image; (b) Created art image with a watercolor painting effect [3].

(a) (b)

Fig. 2. Two types of computer-generated art images; (a) A simulated pen-and-ink drawing generated by Salisbury [5]; (b) A simulated stain-glass image generated Mould [7].

(a) (b) (a) (b)

Fig. 3. Two examples of Neo-Plasticism art by Piet Mondrian; (a) Example 1 – “Composition A,” 1920; (b) Example 2 – “Composition with Gray and Light Brown,” 1918.

Fig. 4. Rectangle-based Neo-Plasticism-like images generated in this study; (a) An original image; (b) A rectangle-based Neo-Plasticism-like images generated with (a) as the input.

Data hiding is a type of technique useful for covert communication, which embeds data imperceptibly into the cover media to prevent people from perceiving the existence of the data in the resulting stego-media. In this study, we deal with the art image generated by the proposed method, called rectangle-based Neo-Plasticism-like image, as the cover-media. Two criteria followed by existing data hiding methods are the imperceptibility of the distortion in the stego-image caused by data embedding as well as the recoverability of the hidden data from the stego-image. A weakness of the human visual system in differentiating small color differences in images is often utilized to achieve the goal of imperceptibility. In this aspect, the least significant bit (LSB) modification scheme by Chan and Cheng [10] and the contrast-keeping data embedding scheme by Wu and Tsai [11] are
two examples. To achieve recoverability which requires lossless data embedding, an approach is to compress part of the cover image and embed the compression result together with the payload into the cover image, like the methods proposed by Fridrich, *et al.* [12] and Awrangjeb and Kankanhalli [13]. Another approach is to manipulate a group of pixels as a unit to embed a bit of information, like Tian [14], Vleeschouwer, *et al.* [15], and Lee and Tsai [16]. A third approach is to apply the histogram shifting technique which can embed large volumes of data, *e.g.*, Ni, *et al.* [17] and Lee and Tsai [18].

In this study, image region partitioning is conducted to yield a binary partition tree, by which message data can be embedded in a key-controlled secure order into the Neo-Plasticism-like image created by the proposed art image generation method to achieve the goals of imperceptibility and recoverability. Each leaf of the binary partition tree corresponds to a created rectangular image region, into which message data are embedded by two techniques: replacements of the region colors’ LSBs and coloring of additional partition lines applied to the region. Besides, by different numbers of partition iterations, Neo-Plasticism-like images with distinct abstraction levels can be created. Being attracted by the art exhibited by the created image, a hacker hopefully will pay no attention to the hidden message in the stego-image.

In the remainder of this paper, the proposed method for creating rectangle-based Neo-Plasticism-like images is presented in Section 2. The two proposed techniques for embedding a message into an input image and a method for extracting the message from a stego-image are described in Section 3, followed by experimental results in Section 4 which show feasibility of the proposed method and techniques. Some concluding remarks are included in Section 5.

2. CREATION OF RECTANGLE-BASED NEO-PLASTICISM-LIKE IMAGES

The Neo-Plasticism art aims to express an ideal idea of spiritual harmony and order. Artists of this school pursue pure abstraction by reducing a natural scene to the essentials of form and color, such as vertical and horizontal lines, three primary colors, and three non-primary colors. The idea of the art image creation method proposed in this study is inspired by this spirit of Neo-Plasticism. In the remainder of this section, the principle behind the proposed method is described in Section 2.1, and the details of the method are described as an algorithm in Section 2.2.

2.1 Principle Behind the Proposed Art Image Creation Method

Following the spirit of pure abstraction pursued by the Neo-Plasticism school, an input image is transformed automatically by the proposed method into an art image consisting of *rectangles of various sizes with uniform colors*, as illustrated by Fig. 5 (a). The created art image is therefore called rectangle-based Neo-Plasticism-like image.

2.1.1 Flowchart of the proposed art image creation process

A brief flowchart of the process of creating the proposed art image is shown in Fig. 5 (b). The input image is firstly partitioned recursively, each time using a horizontal or ver-
tical line, into multiple roughly-uniform rectangular regions. The position of each partition line is decided according to the mutual information [19] which is a measure about the intensities and spatial positions of the two sub-regions resulting from the binary partitioning. The information of the partition line and the two sub-regions are recorded as a node of a binary partition tree. Each rectangular region which is too small to be divided further is regarded as a leaf node of the tree. The binary partition tree is finally traversed to recolor every leaf-node region using the average color of all the pixels inside the region. In this way, a rectangle-based Neo-Plasticism-like image is created, which visually shows the spirit of harmony and order of the Neo-Plasticism art, like the example shown in Fig. 4. Furthermore, Neo-Plasticism-like images with different levels of abstraction can be created by performing different numbers of region-partitioning iterations during the art image creation process.

2.1.2 Finding the best partition line by mutual information

In information theory, the mutual information of two random variables is a quantity that measures the mutual dependence between the two random variables. The larger this quantity, the higher the dependence. The mutual information value between two discrete random variables $X$ and $Y$ is defined as

$$MI(X;Y) = \sum_{y \in Y} \sum_{x \in X} p(x,y) \log \left( \frac{p(x,y)}{p(x)p(y)} \right)$$

Fig. 5. Idea of proposed art image creation method; (a) Basic idea; (b) A flowchart of the proposed process of creating a rectangle-based Neo-Plasticism-like image.

2.1.2 Finding the best partition line by mutual information

In information theory, the mutual information of two random variables is a quantity that measures the mutual dependence between the two random variables. The larger this quantity, the higher the dependence. The mutual information value between two discrete random variables $X$ and $Y$ is defined as
where \( p(x, y) \) is the joint probability distribution function of \( X \) and \( Y \), and \( p(x) \) and \( p(y) \) are the probability distribution functions of \( X \) and \( Y \), respectively. Furthermore, since \( p(x, y) = p(x|y)p(y) \), Eq. (1) can be reduced to be

\[
MI(X; Y) = \sum_{x \in X} \sum_{y \in Y} p(y) p(x|y) \log \left( \frac{p(x|y)p(y)}{p(x)} \right). \tag{2}
\]

In this study, we use the measure of mutual information between image intensities and spatial positions proposed by Rigau et al. [19] for region partitioning. Given an image with \( N \) pixels and an intensity histogram with \( n_i \) pixels in intensity bin \( x_i \), let \( X \) represent the bins \( x_i \) of the histogram with probability distribution \( p(x_i) = n_i/N \); and let \( Y \) represent the spatial regions \( y_j \) with probability distribution \( p(y_j) = N_j/N \), where \( N_j \) is the area of region \( j \) in the unit of pixel. As shown in Fig. 6, assume that we partition a region by a vertical line into two sub-regions \( y_1 \) and \( y_2 \) with respective areas \( N_1 \) and \( N_2 \), and that the number of bins is 128. Then, according to Eq. (2), we can compute the value of the mutual information between \( X \) and \( Y \) by

\[
MI(X; Y) = \sum_{j=1}^{2} p(y_j) \sum_{i=0}^{127} p(x_i | y_j) \log \left( \frac{p(x_i | y_j)}{p(x_i)} \right) \tag{3}
\]

where \( p(x_i | y_j) = n_i/N_j \) is the conditional probability distribution of bins \( x_i \) in the sub-region \( y_j \). Accordingly, we can apply Eq. (3) to calculate the mutual information for each possible partition line (vertical or horizontal) which divides a region into two sub-regions, and find the maximum mutual information, which means the maximum information quantity between the spatial positions and intensities of the two sub-regions, to obtain an appropriate partition-line position to divide the region.

![Fig. 6. An example of partitioning a region into two sub-regions with \( N_1 \) and \( N_2 \) pixels, respectively.](image)

### 2.1.3 Region partitioning strategy

In more detail, in order to compute the measure of mutual information, we have to compute the probabilities of all the bins of the intensity histogram for each partitioned region; therefore, the computation load is large. To reduce the computation time, we transform the 3-D RGB color of each image pixel described by \((r, g, b)\) into a 1-D color denoted by \( h(r, g, b) \) according to the following equation:

\[
h(r, g, b) = b + 8 \times r + 64 \times g, \tag{4}
\]
and quantize this 1-D color to limit the number of bins to be 128 as mentioned previously. We then use the resulting 1-D color as the intensity measure of the pixels in the image for computing the mutual information measure. Finally, we speed up the computation of the mutual information measure further by the following two ways: (i) trimming the first 10 pixels and the last 10 of each of the four boundaries of the region because the partition line will normally be found not to be near the two ends of any boundary; (ii) rescaling the image down to 1/9 before computing the mutual information.

Though we use the mutual information to divide an image, yet if a region in the image is almost smooth everywhere so that the colors of the pixels in the region are quite similar, then it is obviously unnecessary to partition the region. Therefore, we need a criterion to determine whether to partition a region or not. For this, based on the available information — the intensity histogram of the region, we use the following equation to compute a similarity measure $E$ of the partitioning result with respect to the original region:

$$E = \frac{1}{B} \sum_{i=0}^{B} \frac{127}{B_n} \left| H_R(i) - H_S(i) \right|$$

where $N$ is the number of pixels in the original region, say, denoted as $R$, $H_i$ is the intensity histogram of a sub-region of $R$, $H_S$ is that of the other sub-region, $B$ is the number of bins of the intensity histogram of $R$, and $B_n$ is the number of bins with non-zero values. If the two sub-regions are quite different in their intensity histograms and the value of each bin is not zero, the value of this similarity measure $E$ will approach 1. In this study, we use the small value of 0.05 as the lower bound of the similarity measure $E$ for region partitioning. Accordingly, a region with smooth colors, whose value of $E$ is not larger than 0.05, will not be partitioned further. An example illustrating the effect of using the similarity measure $E$ is shown in Fig. 7.

In short, by partitioning a given image recursively based on the mutual information $MI$ and the similarity measure $E$, a rectangle-based Neo-Plasticism image can be created, achieving the implementation of the concept of the Neo-Plasticism school which aims at transforming images into their abstract forms.

![Fig. 7. Effects of the use of the similarity measure $E$; (a) A source image; (b) Result of using (a) as the input image through 30 partition iterations; (c) Result of using (a) as the input image through 30 partition iterations with 0.05 as the lower bound of the similarity measure $E$, yielding some larger uniform regions.](image)

**2.2 Proposed Art Image Creation Process**

The details of the process described previously to create a rectangle-based Neo-Plasticism-like image from a given image is described as an algorithm in the following.
threshold \( I \) for the number of partition iterations is used in the algorithm to control how far the source image \( S \) is to be partitioned: the use of a larger value of \( I \) will result in dividing \( S \) into smaller-sized rectangles.

**Algorithm 1:** Creation of a rectangle-based Neo-Plasticism-like image.

**Input:** A source image \( S \) and a threshold \( I \) for the number of partition iterations.

**Output:** A rectangle-based Neo-Plasticism-like image \( O \).

**Steps.**

**Stage 1: Initialization.**

Step 1. Transform the 3-D RGB color of each pixel in the input image \( S \) into a 1-D \( h \)-color according to Eq. (4) and quantize all the \( h \)-color values into the range of 0 to 127.

Step 2. Set up a stack \( A \), initially empty.

Step 3. Regard image \( S \) as the root node of a binary partition tree \( T \) being empty initially, associate \( S \) with a partition level initially set equal to the input threshold \( I \) for the number of partition iterations, and push \( S \) into stack \( A \) as the initial region for partitioning.

**Stage 2: Constructing a binary partition tree via the use of a stack.**

Step 4. Pop up the top node \( R \) of stack \( A \) and its associated partition level \( IR \), and if the size of \( R \) is smaller than 20 \( \times \) 20, then go to Step 6; else, create the probability density function \( p(x_i) \) of the \( h \)-color histogram of \( R \).

Step 5. Perform the following steps to partition region \( R \) into two sub-regions, where the region boundaries of \( R \) are described by its two diagonal corners at coordinates \((X_m, Y_m)\) and \((X_m, Y_m)\), respectively.

5.1 Find the best horizontal partition line in the following way in the horizontal direction from \( Y_m + 10 \) to \( Y_m - 10 \) according to the mutual information measure.

(a) For \( i = 0, 3, 6, \ldots, n \) with \( n = Y_{max} - Y_{min} - 20 \), regard \( Y_{min} + 10 + i \) as a horizontal partition line \( l_{hi} \) to divide region \( R \) into two sub-regions with areas \( y_1 \) and \( y_2 \), respectively, and compute the following data: (i) the marginal probabilities \( p(y_1) \) and \( p(y_2) \); (ii) the conditional probabilities \( p(x_i|y_1) \) and \( p(x_i|y_2) \); and (iii) the horizontal mutual information value \( MI_{hi} \) according to Eq. (3).

(b) Select the maximum mutual information value from \( MI_{h1}, MI_{h2}, \ldots, MI_{hn} \), denote the result as \( MI_{hm} \), and denote the corresponding partition line as \( l_{hm} \).

(c) Apply partition line \( l_{hm} \) to region \( R \) to obtain two sub-regions with \( h \)-color histograms \( H_1 \) and \( H_2 \), respectively, and compute accordingly the similarity value \( E_{hmax} \) according to Eq. (5).

5.2 Perform operations similar to those of Step 5.1 to region \( R \) in the vertical direction from \( X_{min} + 10 \) to \( X_{max} - 10 \) to obtain the maximum mutual information denoted as \( MI_{vmax} \), the corresponding vertical partition line denoted as \( l_{vmax} \), and the similarity value denoted as \( E_{vmax} \) resulting from applying \( l_{vmax} \) to \( R \).

5.3 Compare two maximum mutual information values \( MI_{hmax} \) and \( MI_{vmax} \) of the horizontal and vertical directions, respectively, choose the larger one denoted as \( MI_{max} \), and apply the partition line \( l_{max} \) corresponding to \( MI_{max} \) to \( R \), resulting
in the similarity value \( E_{\text{max}} \).

5.4 If \( E_{\text{max}} \) is not larger than 0.05, then regard \( R \) as a leaf node of the binary partition tree \( T \) and conduct no further partitioning; else, regard \( R \) as an intermediate node of tree \( T \) and perform the following steps.

(a) Denote the two sub-regions resulting from applying the partition line \( l_{\text{max}} \) to \( R \) as \( R_1 \) and \( R_2 \).

(b) Associate the data of \( l_{\text{max}}, R_1, \) and \( R_2 \) with the tree node of \( R \).

(c) Decrease the partition level \( I_R \) of \( R \) by 1, i.e., set \( I_R = I_R - 1 \).

(d) If \( I_R \neq 0 \), then push \( R_1 \) and \( R_2 \) into stack \( A \) in order, each being associated with the new partition level \( I_R \).

Step 6. Repeat Steps 4 and 5 until stack \( A \) is empty.

Stage 3: Recoloring the partitioned regions.

Step 7. Traverse the binary partition tree \( T \) in a depth-first manner, and perform the following two steps.

7.1 Color the partition line associated with each intermediate node of tree \( T \) by the white color.

7.2 Compute the average RGB color \( C_{\text{avg}} \) of the region \( R_{\text{leaf}} \) of each leaf node of \( T \), and replace the color of every pixel in \( R_{\text{leaf}} \) by \( C_{\text{avg}} \).

Step 8. Take the final image \( S \) as the desired art image \( O \).

3. DATA EMBEDDING AND EXTRACTION VIA ART IMAGES

In this section, the ideas of the proposed data embedding techniques are described in Section 3.1. Then, the detailed algorithms of the proposed techniques are presented in Section 3.2. In Section 3.3, an algorithm describing the proposed data extraction process is given. Finally, in Section 3.4, some experimental results of applying the algorithms are shown, which indicate the effectiveness of the proposed techniques.

3.1 Ideas of Proposed Data Embedding Techniques

In this study, we propose to use the rectangle-based Neo-Plasticism-like image for secret message embedding. Using the art image for this purpose has the merit of attracting a hacker to concentrate on appreciating the abstract art content, reducing the potential chance of his/her attack on the image. Several issues involved in the design of a data embedding process to achieve this goal are discussed in the following.

3.1.1 Random partition directions versus alternative partition directions

In the proposed Neo-Plasticism-like image creation process described by Algorithm 1, a given image is partitioned recursively by finding the maximum mutual information to decide the position of the partition line for each partitioned region. After several iterations to get a result like that shown in Fig. 8 (a), a binary partition tree like the one shown in Fig. 8 (b) is built, which records the partitioning process with each leaf node of the tree corresponding to a final rectangular region. Without constraining the order of the partition directions (horizontal or vertical), consecutive partitioning operations in identical directions may occur, yielding a less balanced partition result, like Fig. 8 (a) where two consecutive
vertical partitions were applied at the beginning, yielding the leftmost long strip of region A which crosses the entire image.

To remedy this visual unbalance, we may constrain the partition directions at different tree node levels to be in an alternative order (i.e., horizontal and then vertical repetitively, or reversely) in the message embedding process, resulting in a tree like that shown in Fig. 8 (d) with the corresponding partition result shown in Fig. 8 (c) which has no long vertical or horizontal strip crossing the entire image now. Another merit of adopting such a partition-direction constraining strategy is that an identical binary partition tree can be reconstructed at the beginning of the message extraction process with less image analysis efforts because a trial-and-error check of the partition direction (horizontal or vertical) at each tree node can be avoided. This partition-direction constraining strategy is adopted in one of the two message embedding techniques proposed in this study, which are to be described subsequently.

3.1.2 Two techniques for data embedding: LSB replacement and partition-line coloring

Two techniques are proposed in this study to hide secret messages into those image regions which are not partitioned further in the art image creation process, called intact regions henceforth. The first, called Technique 1, is proposed to embed message bits into the LSBs of the RGB color values of the intact regions which are generated in an alternative order of partition directions mentioned previously. The hidden message is invisible because the human vision cannot tell the color difference caused by the changes of the LSBs of the color values. This technique is useful when the number of partition iterations is large so that a large number of intact regions are generated.

However, it is possible that the input image has many large smooth sub-regions so that image partitioning can be applied only for a limited number of partition iterations. As a result, only a limited number of intact regions can be generated, and so only a few message bits can be embedded into the regions by Technique 1. In such a case, the second
technique, called Technique 2, is proposed for use, which embeds the message into the intact regions in another way consisting of two major steps: (i) partitioning each intact region further using additional horizontal and vertical partition lines, and (ii) coloring these lines with two nearly identical but differentiable colors to encode the binary message bits of 0 and 1, respectively. The colors of these partition lines in each intact region are chosen to be extremely close to the average color of the intact region’s pixels so that the partition lines are invisible to an observer, just like the invisibility effect yielded by the LSB replacements of Technique 1.

An illustrative example of results yielded by Technique 2 is shown in Fig. 9, where the blue intact region labeled as D is used for message bit embedding. Specifically, a secret bit of 0 is embedded by drawing a horizontal partition line going through the central pixel of D or a sub-region of it, and a bit of 1 is embedded by drawing a vertical partition line in a similar way. The multiple partition lines in region D together show the result of embedding the message bits of 010010 where the blue background color is shown for highlighting the pink partition lines; in the real case the background color should be the average color of region D, which supposedly is also nearly pink (but different from the mutually differentiable pink colors of the horizontal and vertical partition lines chosen according to the average color of region D as mentioned previously). It is noted that no constraint on the partition direction order like the aforementioned alternativeness used in Technique 1 is enforced because the partition lines are invisible, and so no visual balance of the rectangular intact regions is necessary.

Fig. 9. An illustration of partition-line coloring used by the second proposed technique to embed message bits.

3.1.3 Marking the ending of secret-bit embedding

Both techniques encounter the difficulty of marking the ending of secret-bit embedding in the stego-image during the data embedding process. The use of a kind of ending mark is necessary, which must be easily detectable during the message extraction process. For Technique 1, a solution proposed in this study to solve this problem is to recolor the central pixel of the lastly-processed region to make its color different from those of the other pixels in the region. And for Technique 2, a solution proposed is to color an extra vertical partition line going through the central pixel of a region differently from the way the other vertical and horizontal partition lines in other regions are colored.

3.1.4 Security considerations

To increase the security of the embedded message data, in addition to generating an artistic stego-image to distract the hacker’s notice on the embedded secret message, we use further three schemes all based on the use of a secret key to reduce the possibility for the
hacker to ‘crack’ the secret message effectively or to prevent him/her from guessing the hidden message correctly: (i) randomizing the secret message bits — using the secret key to randomize the order of the message bits before they are embedded into the cover image; (ii) randomizing the priority of the partition order — using the key to decide randomly, for the horizontal partition case, to hide a secret bit into the upper or the lower sub-region first; or for the vertical partition case, into the left or the right sub-region first; (iii) embedding of a fake message — using the secret key to generate a random-bit sequence as a fake message and imitating the regular process to embed the fake bit sequence into unprocessed intact regions (carried out by the second proposed technique for data embedding). With these multiple schemes for security enhancement, we can strongly protect the secret message from being stolen by a malicious user.

3.2 Algorithms of Proposed Data Embedding Techniques

In this section, the two proposed techniques for embedding messages in rectangle-based Neo-Plasticism-like images are described in detail as two algorithms, respectively. The first algorithm using Technique 1 for data embedding is based mainly on applying the LSB replacement scheme to the colors of the intact regions; and the second algorithm using Technique 2 is based on a scheme proposed in this study, which draws extra colored partition lines within the intact regions to encode message bits.

3.2.1 Data embedding by Technique 1

A flowchart of the proposed data embedding process using Technique 1 is shown in Fig. 10. Firstly, the input secret message is transformed into a random digit sequence using a secret key. Also, Algorithm 1 is applied to divide the input source image recursively into intact regions using partition lines of alternative directions (horizontal and then vertical, or reversely). A binary partition tree is built in the meantime. Then, the tree is traversed to construct a data-hiding sequence of the generated intact regions in a random order, which is followed finally to embed the transformed message now in the form of a random digit
sequence into the intact regions by LSB (least significant bit) replacement. A stego-image is so generated which can be used for covert communication. A detailed algorithm of this data embedding process using Technique 1 is presented in the following.

**Algorithm 2:** Embedding a message into a Neo-Plasticism-like image by Technique 1.

**Input:** A source image $S$, a secret message $M$, a secret key $K$, and a threshold $I$ for the number of partition iterations.

**Output:** A stego-image $O$ into which $M$ is embedded.

**Steps.**

**Stage 1: Transforming the secret message into a random sequence of 3-digit segments.**

**Step 1.** Transform the input message $M$ of characters into a bit sequence with eight bits for each character, randomize the bit positions in the sequence by the secret key $K$, and denote the result by $M'$.

**Step 2.** Regard each bit of $M'$ as a digit, append an ending signal consisting of at least one and no more than three identical digits other than 0’s and 1’s (such as 2, 22, or 222) to the end of $M'$ to form a 3-bit ending pattern (such as 102, 022, or 222), and denote the resulting digit sequence with its length being a multiple of three by $M''$ (e.g., with the resulting digit sequence being 010 101 022).

**Step 3.** Divide $M''$ into a series of 3-digit segments $m_1, m_2, \ldots, m_N$.

**Stage 2: Partitioning the source image with color lines and building a binary partition tree.**

**Step 4.** Perform Steps 4, 5 and 6 of Algorithm 1, using the input image $S$ as the input region and constraining the partition directions (horizontal or vertical) to be in an alternative order, to obtain a binary partition tree $T$.

**Step 5.** While traversing the tree $T$ in a depth-first manner, at each tree node $N$ perform the following steps.

5.1 Use the secret key $K$ to determine randomly a distinct priority of the partition direction (i.e., to determine, for the horizontal partition case, to process the upper or the lower sub-region first; or to determine for the vertical partition case, to process the left or the right sub-region first).

5.2 Associate the determined priority with node $N$.

5.3 Take out the partition line $l_N$ associated with node $N$, and recolor $l_N$ by the RGB color (255, 255, 254) if $l_N$ is a horizontal partition line; or by the color (255, 255, 255) if $l_N$ is a vertical one.

**Stage 3: Constructing a data-hiding sequence of the intact regions using a stack.**

**Step 6.** Set up a stack $A$ in the following way to construct a data-hiding sequence $H$ which consists of the intact regions corresponding to the leaf nodes of the binary partition tree $T$ and is to be used as an ordering set for hiding the message bits later in the next stage.

6.1 Push the root node of tree $T$ into stack $A$.

6.2 Pop up the top node $N$ in stack $A$, and if note $N$ is a leaf node, then put $N$ into $H$ in order; else, push the two child nodes of node $N$ into $A$ in an order decided by the priority of the partition direction associated with node $N$ (i.e., push in later the child node whose corresponding sub-region has the higher priority).

6.3 Repeat the previous step until stack $A$ is empty.
Stage 4: Embedding the transformed message by LSB replacement into the intact regions.

Step 7. Take in order a 3-digit segment \( m_t \) from the digit sequence \( M'' \), and let the three digits of \( m_t \) be denoted by \((b_{1t}, b_{2t}, b_{3t})\).

Step 8. Take in order a region \( R_t \) from the data-hiding sequence \( H \), and take out the RGB values \((C_{r}, C_{g}, C_{b})\) of the color of any pixel in \( R_t \) (which is the previously-computed average color of \( R_t \)).

Step 9. Embed \( m_t \) into \( R_t \) by performing one of the following two steps.

9.1 (*Conducting LSB replacement when necessary*) Adjust the LSBs of the RGB values \((C_{r}, C_{g}, C_{b})\) of the color of every pixel in \( R_t \) according to the values of the three digits \((b_{1t}, b_{2t}, b_{3t})\) in the following way.

(a) Set the LSB of \( C_r \) to be 0 if \( b_{1t} = 0 \); or to be 1 if \( b_{1t} = 1 \); or keep \( C_r \) unchanged, otherwise.

(b) Set the LSB of \( C_g \) to be 0 if \( b_{2t} = 0 \); or to be 1 if \( b_{2t} = 1 \); or keep \( C_g \) unchanged, otherwise.

(c) Set the LSB of \( C_b \) to be 0 if \( b_{3t} = 0 \); or to be 1 if \( b_{3t} = 1 \); or keep \( C_b \) unchanged, otherwise.

9.2 (*Marking the ending of data embedding*) If the segment \( m_t \) is an ending pattern (such as 102, 022, or 222 as mentioned previously), then recolor by one of the following ways the central pixel \( P_{m} \) of region \( R_t \) to indicate the ending signal existing in \( m_t \), assuming that the original RGB color values of \( P_{m} \) are denoted as \((C_{rm}, C_{gm}, C_{bm})\).

(a) If only the last digit \( b_{3t} \) of \( m_t \) is other than 0 or 1 (such as being 2), then flip the second LSB of the B color value \( C_{bm} \) of \( P_{m} \).

(b) If both of the last two digits \( b_{2t} \) and \( b_{3t} \) of \( m_t \) are other than 0’s and 1’s (such as being 22), then flip the second LSBs of both the G and B color values \( C_{gm} \) and \( C_{bm} \) of \( P_{m} \).

(c) If the three digits of \( m_t \) are all other than 0’s and 1’s (such as being 222), then flip the second LSBs of all the RGB values \( C_{rm}, C_{gm}, \) and \( C_{bm} \) of \( P_{m} \).

Step 10. Repeat Steps 7, 8 and 9 until the digit sequence \( M'' \) is exhausted.

Step 11. Take the final \( S \) as the desired stego-image \( O \).

3.2.2 Data embedding by Technique 2

A flowchart of the proposed data embedding process using Technique 2 is shown in Fig. 11. First of all, the input secret message is transformed into a random bit sequence using a secret key. Also, Algorithm 1 is applied to divide the input source image recursively into intact regions using partition lines of no alternation in directions (differently from Technique 1). A binary partition tree is built in the meantime. Then, the tree is traversed to construct a data-hiding sequence of the generated intact regions in a random order, which is finally followed to embed the transformed message now in the form of a random bit sequence into the intact regions by horizontal and vertical partition lines with two nearly identical but differentiable colors. The colors of the partition lines in an intact region are almost identical to the color of the region; therefore, the partition lines are invisible to an observer. A stego-image is so generated which can be used for covert communication. A detailed algorithm of this data embedding process using Technique 2 is presented next.
Algorithm 3: Embedding a message into a Neo-Plasticism-like image by Technique 2.

Input: A source image $S$, a secret message $M$, a secret key $K$, and a threshold $I$ for the number of partition iterations.

Output: A stego-image $O$ into which $M$ is embedded.

Steps.

Stage 1: Transforming the secret message into a random bit sequence.

Step 1. Transform the input message $M$ of characters into a bit sequence with eight bits for each character, randomize the bit positions in the sequence by the secret key $K$, and denote the result by $M'$.

Stage 2: Partitioning the source image with color lines and building a binary partition tree.

Step 2. Perform Steps 4, 5, and 6 of Algorithm 1, using the input image $S$ as the input region $R$, to obtain a binary partition tree $T$.

Step 3. While traversing the tree $T$ in a depth-first manner, at each tree node $N$ perform the following steps.

3.1 Use the secret key $K$ to determine randomly a distinct priority of the partition direction (i.e., to determine, for the horizontal partition case, to process the upper or the lower sub-region first; or to determine for the vertical partition case, to process the left or the right sub-region first).

3.2 Associate the determined priority with node $N$.

3.3 Take out the partition line $l_N$ associated with node $N$, and recolor $l_N$ by the RGB color of (255, 255, 255) if $l_N$ is a horizontal partition line; or by the color (255, 255, 254) if $l_N$ is a vertical one (note that the partition line colors used here are just the reverse of those used in Algorithm 2).

Stage 3: Constructing a data-hiding sequence of the intact regions using a stack.

Step 4. Set up a stack $A$ in the following way to construct a data-hiding sequence $H$ which consists of the intact regions corresponding to the leaf nodes of the binary partition tree $T$ and is to be used as an ordering set for hiding the message bits later in the
next stage.
4.1 Push the root node of tree $T$ into stack $A$.
4.2 Pop up the top node $N$ in stack $A$, and if node $N$ is a leaf node, then put it into
$H$ in order; else, push the two child nodes of node $N$ into $A$ in an order decided
by the priority of the partition direction associated with node $N$ (i.e., push in
later the child node whose corresponding sub-region has the higher priority).
4.3 Repeat the previous step until stack $A$ is empty.

Stage 4: Embedding the transformed message by coloring the partition lines in the
intact regions.
Step 5. Take in order a region $R_i$ from the data-hiding sequence $H$, and take out the RGB
values $(C_{ri}, C_{gi}, C_{bi})$ of the color of any pixel in $R_i$.
Step 6. Embed the remaining part of bit sequence $M'$ into region $R_i$ by the following steps.
6.1 Set up a stack $A_i$ for $R_i$.
6.2 Partition region $R_i$ in the following way using horizontal and vertical partition
lines with two distinct colors representing message bits 0 and 1, respectively.
(a) Push $R_i$ into stack $A_i$.
(b) Pop up the top region in stack $A_i$ and denote it as $R$.
(c) If the area of region $R$ is not larger than $2 \times 2$, then go to Step 6.2(h).
(d) Take a message bit $b$ in order from the remaining part of $M'$.
(e) Perform one of the following two operations.
   (i) If bit $b$ is 0, then find the horizontal partition line going through the
central pixel of $R$ and color it by the RGB color $(C_{ri} + 1, C_{gi}, C_{bi})$.
   (ii) If bit $b$ is 1, then find the vertical partition line going through the central
       pixel of $R$ and color it by the RGB color $(C_{ri}, C_{gi} + 1, C_{bi})$.
(f) Use the secret key $K$ to determine randomly a priority of the partition di-
   rection for the two sub-regions of region $R$ created in Step (e) above using
   the colored partition line (i.e., to determine, for the horizontal partition
case, to process the upper or the lower sub-region first; or to determine,
   for the vertical partition case, to process the left or the right sub-region
   first).
(g) Push each of the two sub-regions into stack $A_i$ according to the determined
   priority (i.e., push in later the sub-region which has the higher priority).
(h) Repeat Steps (b) through (g) until the bit sequence of $M'$ is not exhausted
   or until stack $A_i$ is empty.
6.3 Color the remaining pixels in region $R_i$ (i.e., color the pixels other than those
falling on the partition lines generated in Step (e) above) by the average RGB
color $(C_{ri}, C_{gi}, C_{bi})$ of $R_i$.

Step 7. Repeat Step 6 until the bit sequence of $M'$ is exhausted.
Step 8. (Marking the ending of data embedding) Perform the following steps to mark the
ending of data embedding.
8.1 Take in order from the remaining regions in $H$ a region $R$ whose size is larger
than $2 \times 2$.
8.2 Color the vertical line going through the central pixel of $R$ by the RGB color
$(C_{ri}, C_{gi} + 1, C_{bi})$ as an ending signal, and call the line as an ending-signal line.

Step 9. (Embedding fake message bits) If there are any remaining intact regions in the
data-embedding sequence $H$, then perform the following two steps.
9.1 Use the secret key $K$ to generate a long random-bit sequence as a fake message $M_f$.

9.2 Perform steps similar to those in Step 6 to embed $M_f$ into the remaining intact regions in order until the regions are exhausted.

Step 10. Take the final image $S$ as the desired stego-image $O$.

Note that in Algorithm 2, we follow an alternative order of horizontal and vertical partition directions to generate an art image (see Step 2), while in Algorithm 3, we do not. Also note that the color $(255, 255, 254)$ and $(255, 255, 255)$ are used to color the horizontal and vertical lines, respectively, or reversely in the previous two algorithms; therefore, if the average color $C$ of any pixel in an intact region is $(255, 255, 254)$ or $(255, 255, 255)$, then we replace $C$ by the color $(254, 254, 252)$ or $(254, 254, 253)$, respectively, before $C$ is used to be the color of every pixel in the region.

Also, in Algorithm 3, since each of the RGB values $(C_{ri}, C_{gi}, C_{bi})$ of the average color of the region $R_i$ mentioned in Step 5 might be increased by 1 in Step 6.2 (e) and Step 8.2, to avoid an overflow that will occur when a color component value is 255, we replace it by 254 before it is used as a component of the color of every pixel in the region $R_i$.

### 3.3 Proposed Message Extraction Process

In the proposed secret message extraction process, which of the two techniques, Technique 1 or Technique 2, is used in the secret message embedding process is decided firstly. This is carried out by checking the color of the partition line, either horizontal or vertical, which crosses the entire image. Then, by reconstructing the binary partition tree and applying the reverse randomization using the secret key, the information of the data-hiding sequence mentioned in Algorithms 2 and 3 is acquired. Accordingly, the secret message embedded in the stego-image is extracted by two ways corresponding to the reverse versions of the two techniques applied in the data embedding process. An algorithm describing the details of this message extraction process is presented next.

---

**Algorithm 4:** Extracting the hidden secret message from a stego-image.

**Input:** A stego-image $S$, and a secret key $K$ identical to that used in Algorithms 2 and 3.

**Output:** The secret message $M$ embedded in $S$.

**Steps:**

**Stage 1: Determining the used data hiding technique and retrieving the binary partition tree.**

**Step 1.** Scan in the stego-image $S$ any partition line that crosses the entire image in either the horizontal or the vertical direction (i.e., that goes either from the left image boundary to the right, or from the top image boundary to the bottom), and decide the technique used in creating the stego-image $S$ according to one of the following two cases:

(a) if a horizontal partition line of the mentioned property is detected with the color $(255, 255, 254)$, then decide the message embedding process to be based on Technique 1 and go to Step 2; else, to be on Technique 2 and go to Step 4;

(b) if a vertical partition line of the mentioned property is detected with the color $(255, 255, 255)$, then decide the message embedding process to be based on...
Technique 1 and go to Step 2; else, to be on Technique 2 and go to Step 4.

**Stage 2: Reconstructing the data-hiding sequence while retrieving the binary partition tree.**

**Step 2. (For the case of adopting Technique 1 in data embedding)** Reconstruct in the following way the data-hiding sequence $H$, empty initially, while retrieving the binary partition tree $T$ from the stego-image $S$.

2.1 Set up a stack $A$, let the stego-image $S$ as the first input region, and push it onto the top of stack $A$ as the root of the tree $T$ being empty initially.

2.2 Pop up the top region $R$ in stack $A$, regard it as a node of tree $T$, and perform the following steps.

(a) In an alternative order, find in region $R$ a partition line $l_R$, either horizontal of the color (255, 255, 254) or vertical of the color (255, 255, 255), which crosses the entire range of $R$.

(b) If a partition line $l_R$ of the mentioned property is found to exist, then perform the following steps:

(i) take out the sub-regions $R_1$ and $R_2$ at the two sides of $l_R$ in region $R$ as two child nodes of node $R$, respectively;

(ii) use the secret key $K$ to decide the priority of the partition order of $R_1$ and $R_2$; and

(iii) push $R_1$ and $R_2$ into stack $A$ according to the decided priority (the child node with the higher priority is pushed in later);

else, perform the following steps:

(i) regard region $R$ as a leaf node of tree $T$; and

(ii) put $R$ together with the partition line $l_R$ into the data-hiding sequence $H$ in order.

2.3 Repeat the previous step, Step 2.2, until no more region in stack $A$ can be popped out.

**Stage 3a: Extracting the embedded message for the case of using Technique 1 in data embedding.**

**Step 3.** Extract the hidden secret message $M$ from the stego-image $S$ according to the data-hiding sequence $H$ in the following way.

3.1 Set up a bit sequence $Q$, empty initially.

3.2 Take out in order an unprocessed region $R_i$ from sequence $H$.

3.3 Extract three bits $Q_{ri}$, $Q_{gi}$, and $Q_{bi}$ respectively from the LSBs of the R, G, and B values of the color of any pixel $P_{ri}$ of region $R_i$, except the central pixel $P_m$ of $R_i$.

3.4 If the B value of the color of the central pixel $P_m$ in $R_i$ is not different from $Q_{bi}$ which is the average B color value of $R_i$, then perform the following two steps to extract three message bits:

(a) take $Q_{ri}$, $Q_{gi}$, and $Q_{bi}$ as three desired message bits and put them into $Q$ in order; and

(b) repeat Steps 3.2 through 3.4;

else, perform the following four steps to extract the last one or two message bits:

(a) extract the second LSBs $Q_{ri}'$, $Q_{gi}'$, and $Q_{bi}'$ of the R, G, and B values of the color of any pixel $P_i$ of region $R_i$, respectively, except the central
pixel $P_m$ of $R_i$; 
(b) extract the second LSBs $Q_{rm}^\prime$, $Q_{gm}^\prime$, and $Q_{bm}^\prime$ of the R, G, and B values of the color of the central pixel $P_m$ of $R_i$, respectively; 
(c) perform one of the following three cases: 
(i) if only $Q_{bi}^\prime$ is different from $Q_{bm}^\prime$, then extract two more message bits $Q_{ri}$ and $Q_{gi}$ and put them into $Q$ in order; 
(ii) if both $Q_{gi}^\prime$ and $Q_{bi}^\prime$ are different from $Q_{gm}^\prime$ and $Q_{bm}^\prime$, respectively, then extract one more message bit $Q_{ri}$ and put it into $Q$ in order; 
(iii) if $Q_{ri}^\prime$, $Q_{gi}^\prime$, and $Q_{bi}^\prime$ are all different from $Q_{rm}^\prime$, $Q_{gm}^\prime$, and $Q_{bm}^\prime$, respectively, then no more message bit is extracted; and 
(d) go to Step 6.

**Stage 3b: Extracting the embedded message for the case of using Technique 2 in data embedding.**

**Step 4.** Reconstruct the data-hiding sequence $H$, empty initially, while retrieving the binary partition tree $T$ from the stego-image $S$ in a way similar to Step 2 above except that Step 2.2(a) is modified to be as follows (with the requirements of finding in the alternative order removed and the colors of the searched partition line changed):  
Step 2.2 (a) Find in region $R$ a partition line $l_R$, either horizontal of the color (255, 255, 255) or vertical of the color (255, 255, 254), which crosses the entire range of $R$.

**Step 5.** Extract the hidden secret message $M$ from the stego-image $S$ according to the data-hiding sequence $H$ in the following way. 
5.1 Set up a bit sequence $Q$, initially empty. 
5.2 Take out in order an unprocessed region $R_i$ with the associated partition line $l_i$ from sequence $H$. 
5.3 Find the first partition line $l_o$, horizontal or vertical, which goes through the central pixel $P_m$ of region $R_i$, crosses the entire range of $R_i$, and has pixels all of a single color $C_o$. 
5.4 Obtain the colors $C_v$ and $C_h$ of the vertical and horizontal partition lines, respectively, as well as the color $C_e$ of the possibly-existing ending-signal line in region $R_i$ by one of the following two ways: 
(a) if the firstly-found partition line $l_0$ in region $R_i$ is horizontal with color $C_0 = (C_{r0}, C_{g0}, C_{b0})$, then take the color $C_h$ of all the horizontal partition lines in $R_i$ to be $C_h = C_0 = (C_{r0}, C_{g0}, C_{b0})$, the color $C_v$ of all the vertical partition lines to be $C_v = (C_{r0} - 1, C_{g0}, C_{b0} + 1)$, and the color $C_e$ of the ending-signal line to be $C_e = (C_{r0}, C_{g0} - 1, C_{b0} + 1)$; 
(b) if the firstly-found partition line $l_0$ in region $R_i$ is vertical with color $C_0 = (C_{r0}, C_{g0}, C_{b0})$, then take the color $C_v$ of all the vertical partition lines in $R_i$ to be $C_v = C_0 = (C_{r0}, C_{g0}, C_{b0})$, the color $C_h$ of all the horizontal partition lines to be $C_h = (C_{r0} + 1, C_{g0}, C_{b0} - 1)$, and the color $C_e$ of the ending-signal line to be $C_e = (C_{r0}, C_{g0} + 1, C_{b0} - 1)$. 
5.5 Set up a stack $A$ for use to extract the message bits embedded in $R_i$ in the following way. 
(a) Push $R_i$ associated with the first partition line $l_0$ into stack $A$. 
(b) Pop up the top region $R$ and the associated partition line $l_R$ in stack $A$. 
(c) Check the color $C_R$ of partition line $l_R$; if $C_R = C_h$, then go to Step 6.
(d) Extract a message bit of 0 if $C_R = C_h$; or a bit of 1 if $C_R = C_v$; and put the extracted bit in order into bit sequence $Q$.
(e) For each sub-region $R_s$ of region $R$ at a side of partition line $l_R$, if the area of $R_s$ is larger than $2 \times 2$, then use the colors $C_h$, $C_v$ and $C_e$ to recognize the type of the partition line $l_s$ going through the central pixel of $R_s$ according to one of the following four cases:
(i) if the color of $l_s$ is $C_h$, then it is a horizontal partition line;
(ii) if the color of $l_s$ is $C_v$, then it is a vertical partition line;
(iii) if the color of $l_s$ is $C_e$, then it is an ending-signal line;
(iv) if the color of $l_s$ is not any of $C_h$, $C_v$ and $C_e$, then decide that no partition line or ending-signal line exists in $R_s$.
(f) Use the secret key $K$ to determine the priority of the partition order of the two sub-regions of region $R$.
(g) For each sub-region $R_s$ of $R$, if its area is larger than $2 \times 2$ and a partition or ending-signal line of the four cases mentioned in (e) was found in $R_s$, then push $R_s$ together with the found partition line into stack $A$ according to the determined priority of the two sub-regions (the one with the higher priority is pushed in later).
(h) Repeat Steps (b) through (g).

Stage 4: Post-processing the extracted message bits to be the desired secret message.

Step 6. Use the secret key $K$ to reorder the extracted bit sequence $Q$.
Step 7. Transform every eight bits of $Q$ into a decimal number, resulting in a new sequence $Q'$; and then transform $Q'$ into a sequence of characters as the desired secret message $M$.

4. EXPERIMENTAL RESULTS AND DISCUSSIONS

In this section, after presenting some experimental results using the proposed algorithms, some discussions about the use of the algorithms are given, followed by a comparison of the proposed method with several existing studies of data hiding in art images is described.

4.1 Experimental Results

Firstly, some experiments of applying Algorithm 1 to create Neo-Plasticism-like images have been conducted in this study. It is known that different selections of the allowed number of partition iterations (i.e., the value of the threshold $I$) will result in different effects. Therefore, a user performing the algorithm is allowed to select his/her own value of this partition iteration number because everybody’s feeling of art is different. Some Neo-Plasticism-like images yielded by Algorithm 1 using different choices of this iteration number are shown in Figs. 12, 13, and 14, from which we can see that a more abstract style of Neo-Plasticism can indeed be created using a smaller partition iteration number. On the other hand, by using a large partition iteration number, the resulting image will look similar to the source image but with a mosaic effect. Obviously, which choice is the best depends on one’s feeling of abstract art.
Next, four examples of experimental results of applying the message embedding and extraction techniques to generated Plasticism-like images using Algorithms 1-4 for covert communication are shown in Figs. 15-18. In the first example shown in Fig. 15, Fig. 15 (a) shows the source image, and Fig. 15 (b) shows a Neo-Plasticism-like image generated by Algorithm 1 with no secret message embedded. By using the source image of Fig. 15 (a) and a secret key “life” as the inputs, a stego-image generated by Algorithm 2 (using Technique 1 for data embedding) with the message “Enjoy your own life without comparing it with that of another” embedded is shown in Fig. 15 (c).

Fig. 12. Experimental results of art image creation – Example 1; (a) A source image; (b) A Neo-Plasticism-like image created from (a) through 5 partition iterations; (c) A Neo-Plasticism-like image created from (a) through 10 partition iterations; (d) A Neo-Plasticism-like image created from (a) through 15 partition iterations.

Fig. 13. Experimental results of art image creation – Example 2; (a) A source image; (b) A Neo-Plasticism-like image created from (a) with through 5 partition iterations; (c) A Neo-Plasticism-like image created from (a) through 10 partition iterations; (d) A Neo-Plasticism-like image created from (a) through 15 partition iterations.

Fig. 14. Experimental results of art image creation – Example 3; (a) A source image; (b) A Neo-Plasticism-like image created from (a) with through 5 partition iterations; (c) A Neo-Plasticism-like image created from (a) through 10 partition iterations; (d) A Neo-Plasticism-like image created from (a) through 15 partition iterations.
In addition, Fig. 15 (d) shows the correct result of extracting the embedded message from Fig. 15 (c) by Algorithm 4 using the right key “life,” while Fig. 15 (e) shows a wrong extraction result using an incorrect key “live.” These two message extraction results show the integral correctness of the proposed data embedding and extraction processes described by Algorithms 2 and 4, respectively. One more example of results yielded by Algorithm 2 (using Technique 1 for message embedding) and Algorithm 4 is shown in Fig. 16. Further-
Furthermore, two examples of experimental results yielded by Algorithm 3 (using Technique 2 for data embedding) and Algorithm 4 are shown in Figs. 17 and 18, which show the integral correctness of Algorithms 3 and 4.

Fig. 17. An experimental result of using the first data hiding technique, Technique 2 (Algorithm 3) and the corresponding data extraction process (Algorithm 4); (a) The source (cover) image; (b) A Neo-Plasticism-like image generated from (a) with no message embedded through 10 partition iterations; (c) A stego-image created from (a) by embedding the message “Everybody is a moon, and has a dark side which he never shows to anybody.” with the secret key “moon.”; (d) Correct result of extraction of the message using the right secret key “moon.”; (e) Incorrect result of extraction using the wrong key “moo.”

Fig. 18. An experimental result of using the first data hiding technique, Technique 2 (Algorithm 3) and the corresponding data extraction process (Algorithm 4); (a) The source (cover) image; (b) A Neo-Plasticism-like image generated from (a) with no message embedded through 10 partition iterations; (c) A stego-image created from (a) by embedding the message “No beauty is like the beauty of mind.” with the secret key “woman.”; (d) Correct result of extraction of the message using the right secret key “woman.”; (e) Incorrect result of extraction using the wrong key “womal.”
It can be observed that the resulting patterns of the partition lines found in Figs. 15 (b) and (c) look different from each other. This is owing to the fact that the horizontal and vertical partition lines used in data embedding by Technique 1 (Algorithm 2) are applied in an alternative order to generate the art image of Fig. 15 (c) while this alternation is not carried out while using Algorithm 2 to generate the art image of Fig. 15 (b) which includes no embedded message. The same observation can be found in Figs. 16 (b) and (c). However, this situation of differences in partition-line patterns is not found in Figs. 17 (b) and (c), and neither in Figs. 18 (b) and (c); instead, Figs. 17 (b) and (c) look identical to each other, and so do Figs. 18 (b) and (c). The reason is that the operation of alternatively applying horizontal and vertical partition lines is not adopted in the message embedding process using Technique 2 (Algorithm 3).

4.2 Discussions

Though Algorithm 2 based on the use of Technique 1 has the merit of yielding a visually more balanced art image with the alternatively-appearing partition lines, yet it has the disadvantage of generating a less optimal art image in the sense of maximizing the total measure of the mutual information of the entire image. The case of using Algorithm 3 has the reverse effect, so there is a tradeoff between visual balance and content harmony in choosing Algorithm 2 or 3 for data embedding.

Furthermore, it may be asked in real applications that with an input image $S$ selected already, which algorithm, Algorithm 2 using Technique 1 or Algorithm 3 using Technique 2, should be chosen for embedding a given message $M$. An answer to this question is to apply Algorithm 2 initially with a copy $S'$ of the input image $S$ and the message $M$ as the input data. If the entire message $M$ can be embedded into $S'$ to yield a stego-image $O'$, then take $O'$ as the desired stego-image $O$. Otherwise, discard $O'$ and repeat the message embedding process using instead Algorithm 3 with the original input image $S$ and the message $M$ as the input data to get a stego-image $O$ as the output.

Of course, there might still arise the case that the message $M$ still cannot be fully embedded into the input image $S$ by Algorithm 3. In this case, a solution is to choose a more complicated image $S'$ with less uniform regions so that more rectangles can be generated as intact regions during the message embedding process (using either Algorithm 2 or 3) in order to hide more message bits.

4.3 Comparisons with Existing Methods

There are very few studies on data hiding via art images as done in this study. Some of them are Hung et al. [20], Hung et al. [21], and Liu and Tsai [22]. In this section, we compare the proposed method with these three methods, with the result shown in Table 1. Hung et al. [20] generate a type of so-called stained-glass image, and embed a binary message into the cover art image for information protection by modifying the number of nodes in the tree structure obtained from scanning the art image pixels. Hung et al. [21] create a type of so-called tile mosaic image and embed a watermark image into the cover art image for the purpose of watermarking for copyright protection by modifying the orientations of the tiles in the art image. Lai and Tsai [22] construct a type of so-called line-based Cubism-like image and embed a binary message into the cover art image for the purpose of lossless
data hiding by modifying the region colors in the art image while keeping the average colors unchanged.

It is noted by the way that the art-image generation and data embedding schemes used by the four methods are all different because the line and region structures in these types of art image for use in the schemes are different. As a consequence, the qualities of the art images generated by these methods and the bit embedding capabilities yielded of them are also all different and variable.

Table 1. A comparison of the proposed method with three art generation methods with data hiding capabilities.

|-------------|------------------|------------------|-------------------|-----------------
| Type of art image | Stained-glass image | Tile mosaic image | Line-based Cubism-like image | Rectangle-based Neo-Plasticism-like image |
| Hidden object type (an example) | A secret message ('Damou, one thing I did not dare to mention to you till today is: I love you.') (in Chinese) | A watermark image (aintenance) | A secret message ('Meet me at 21:30. See you.') | A secret message ('Everybody is a moon, and has a dark side which he never shows to anybody.') |
| cover image (of the above example) | ![Image](image1.png) | ![Image](image2.png) | ![Image](image3.png) | ![Image](image4.png) |
| stego-image (of the above example) | ![Image](image5.png) | ![Image](image6.png) | ![Image](image7.png) | ![Image](image8.png) |
| Data hiding technique | Modifying the number of tree nodes in the stained image | Modifying the orientations of the tiles in the tile image | Modifying the region colors in the Cubism-like image while keeping the average colors unchanged. | Replacing the LSBs of each region’s colors or generating additional partition lines in the region |
| Application purpose | Information protection | Watermarking for copyright protection | Lossless data hiding | Covert communication |
5. CONCLUDING REMARKS

A type of computer art, called rectangle-based Neo-Plasticism-like image, has been proposed in this study, which has the spirit of abstraction of the Plasticism art school in terms of simple colored shape and line components. To create such a type of image by computers, an automatic generation method has also been proposed, which applies recursive binary-space partitioning to a source image by finding the maximum mutual information of the spatial positions and the image intensities of the resulting sub-regions. After partitioning the image into rectangular regions using vertical and horizontal partition lines through a number of partition iterations, each intact region is recolored with the average color of the pixels in the region, yielding an art image which appears to have the style of abstraction of the Neo-Plasticism art.

Furthermore, two data hiding techniques have been proposed for covert communication via the proposed Neo-Plasticism-like image which, by its artistic appearance, hopefully will reduce the hacker’s suspicion of the existence of the hidden secret message in the image. Both techniques utilize the characteristics of the Neo-Plasticism-like image creation process to build binary partition trees which are then followed to embed secret message bits into the LSBs of the color values of the rectangular regions or into the colors of the nearly-invisible horizontal and vertical partition lines in the regions. A corresponding data extraction process which can recover the message embedded by either of the two data hiding techniques has also been proposed.

In addition, data security has also been considered seriously and three different protection measures have been implemented, including randomizations of the bit sequence of the input message and the priorities of the partition directions of the sub-regions, as well as embedding of fake message data to pretend hidden secret messages. These measures hopefully will stop or interfere with the hacker from stealing the secret message. Effectiveness of the proposed techniques were proved by good experimental results.
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