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Abstract—Owing to the rising awareness of environmental protection and health, people put a high premium on air pollution in their living environment. It thus draws considerable attention on air quality monitoring in cities. The paper suggests using a vehicular sensor network (VSN) to tactically monitor metropolitan air quality, and develops an efficient data gathering and estimation (EDGE) mechanism on VSN. EDGE has an objective to adaptively change data sampling rates of cars, such that the tradeoff between monitoring accuracy and communication cost is balanced. The monitoring accuracy is measured by the formal air quality index (AQI), whereas the communication cost considers the amount of sampling data and the monetary reward given to drivers. To do so, EDGE proposes dynamic grid partition based on the variation of pollutant concentration, and computes the sampling rate by consulting car traffic in each grid. With the help of probabilistic reporting, it allows cars to collect air quality on different positions and alleviate potential network congestion. Furthermore, EDGE applies the Delaunay triangulation to infer AQIs of the positions without any sensing data. Through simulation of urban mobility (SUMO) and industrial source complex (ISC3), simulations are conducted based on practical metropolitan traffic and pollutant dispersion models. Experimental results demonstrate the significant effectiveness of the EDGE mechanism, under various scenarios.
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1 INTRODUCTION

Air pollution is caused by gaseous pollutants harmful to humans and ecosystem. Based on the report by World Health Organization [1], air pollution has been the biggest environmental health risk. The governments put much effort on monitoring such pollution, and define the air quality index (AQI) to evaluate pollution degree and communicate to the public. If AQI increases, air quality becomes more severe and may cause adverse health effect or disease to people.

Air quality monitoring is usually done by placing a few monitoring stations on dedicated sites in a city [2]. However, this scheme has two limitations. First, it provides only coarse-grained monitoring, where the spatial resolution of air-pollution samplings is poor. Second, the scheme lacks flexibility. When the weather changes or the city develops, some old sites (e.g., displaced plants or new parks) may become unnecessary. To relax the limitations, some studies suggest using vehicles (e.g., cars or bikes) to carry sensors, which are called vehicular sensor network (VSN) [3], to provide flexible monitoring. Since vehicles have GPS navigation and they may roam through the city, VSN can tactically collect data from different locations at different times. Moreover, sensors in a VSN are able to conduct stable, long-term monitoring, as vehicles can give them an abundant supply of energy.

By using VSN to monitor air quality, this paper aims at efficiently collecting sensing data from cars and inferring absent data. We consider a set of cars equipped with gas sensors, GPS receivers, and wireless interfaces (e.g., Wi-Fi or LTE-A). They roam in the city, and periodically report sensing data along with positions to a remote server. Drivers can get monetary reward based on their reports. However, they cannot control the sampling rates of their cars. Instead, the rates are controlled by the server. Under this architecture, our objectives are to increase monitoring accuracy while decreasing the communication cost by dynamically adjusting sampling rates of different cars. We evaluate monitoring accuracy by the difference between real and estimated AQIs. The communication cost has two definitions: 1) the amount of data transmission to report air quality and 2) the monetary cost to reward drivers.

To get a good balance between the monitoring accuracy and communication cost, we keep three design considerations in mind. First, data sampling rates should be adaptively changed by referring to environmental factors like the variation of pollutant concentration and car traffic. Second, since sensing data collected on the positions in close proximity usually exhibit spatial correlation [4], [5], we should prevent cars from sampling data on nearby positions at similar time. Third, it is infeasible to collect data from all positions in the monitoring region, as there may exist obstacles (e.g., buildings). Thus, we need to estimate AQIs of such positions by exploiting sensing data that the server has received. Apparently, such estimation will affect monitoring accuracy.

Based on these considerations, this paper proposes an efficient data gathering and estimation (EDGE) mechanism. It employs a region quadtree to flexibly partition the monitoring region into heterogeneous grids and calculate data sampling rates. Then, cars adopt a probabilistic reporting method to avoid submitting similar data collected from close positions, which helps reduce wastage of sensing reports while alleviate network congestion. Moreover, we define various packet formats for cars to report their sensing data, so as to save data transmission. After gathering reports, EDGE finally uses the Delaunay triangulation [6] to infer missing data.

To evaluate EDGE’s performance in a large-scale environment, we conduct simulations on practical models. We use
the simulation of urban mobility (SUMO) [7] to generate car traffic in a city. SUMO is a popular traffic-simulation suite that supports sophisticated modeling of intermodal traffic systems such as vehicles, public transport, traffic lights, and pedestrians. We also apply the industrial source complex (ISC3) method [8] to simulate air pollution. ISC3 is a mature technique widely used to model pollutant diffusion from a wide variety of sources. Through different experimental scenarios, we show that EDGE can greatly save the amount of data transmission and monetary cost, while keeping monitoring accuracy. This paper contributes to developing an efficient, adaptive data gathering and estimation method for VSN to monitor metropolitan air quality, and verifying its outstanding performance via simulations considering real-life situations.

We organize the paper as follows: Section 2 introduces AQI, SUMO, and ISC3. Section 3 surveys related work, and Section 4 defines our problem. We propose EDGE in Section 5, and study simulation results in Section 6. Section 7 then draws a conclusion and discusses future work.

2 Preliminary

This section gives three models in the paper. We introduce AQI to evaluate air pollution, and discuss SUMO to simulate car traffic, followed by ISC3 to model pollutant dispersion.

2.1 Air-pollution Evaluation Model: AQI

We employ AQI defined by U.S. Environmental Protection Agency (EPA) [9] to evaluate air quality. It has six levels of air pollution in Fig. 1(a), each with one dedicated color:

- **Good** (green, AQI ≤ 50): Outdoor air is safe to breathe.
- **Moderate** (yellow, AQI: 51–100): Unusually sensitive people may reduce prolonged or heavy outdoor exertion.
- **Unhealthy for sensitive groups** (orange, AQI: 101–150): Sensitive people (e.g., children, old people, outdoor workers, and patients with lung disease like asthma) need to reduce prolonged or heavy outdoor exertion.
- **Unhealthy** (red, AQI: 151–200): Sensitive people should avoid prolonged or heavy outdoor exertion. Everyone else has to reduce prolonged or heavy outdoor exertion.
- **Very unhealthy** (purple, AQI: 201–300): Sensitive people should avoid all outdoor exertion. Everyone else has to reduce outdoor exertion.
- **Hazardous** (maroon, AQI ≥ 301): Everyone should avoid all outdoor exertion.

EPA adopts six types of gaseous pollutants to evaluate AQI: ozone (O₃), particulate matter (i.e., PM 2.5 and PM 10), carbon monoxide (CO), sulfur dioxide (SO₂), and nitrogen dioxide (NO₂). For each pollutant, its index \( I_k \) is computed by

\[
I_k = \frac{I_{\text{high}} - I_{\text{low}}}{B_{\text{high}} - B_{\text{low}}} \times (C_k - B_{\text{low}}) + I_{\text{low}},
\]

where \( B_{\text{high}} \) is a breakpoint ≥ \( C_k \), \( B_{\text{low}} \) is a breakpoint ≤ \( C_k \), and \( I_{\text{high}} / I_{\text{low}} \) Denote the AQI value for \( B_{\text{high}} / B_{\text{low}} \). The suggested values of these parameters are given in [9].

In Eq. (1), \( C_k \) is the average concentration of pollutant \( k \) in an observing period. Based on the EPA standard, the period length is 1 hour for O₃, SO₂, and NO₂, 8 hours for O₂ and CO, and 24 hours for PM 2.5 and PM 10 [9]. Then, the overall AQI is the maximum value of \( I_k \) among all pollutants. In this paper, we use AQI to assess monitoring accuracy and determine the reward given to a driver.

2.2 Metropolitan Traffic Model: SUMO

SUMO is an open-source package to model real roads and car traffic, which involves high level of detail and realism [10]. It provides microscopic road imitation, including speed limit, road width, main street, minor lane, traffic light, etc. Each car is independently defined by multiple parameters such as identifier, departure time, velocity, and route. The mobility of cars is also delicately described. Specifically, cars stop with braking speed when meeting a red light, and resume moving with acceleration if the traffic light turns to green. With these parameters, SUMO can separately simulate the behavior of each individual car in a dynamic way. Besides, a car can be assigned to one pollutant or noise emission class to simulate air pollution or noise emitted by cars. Moreover, SUMO considers the effect of adjacent cars. For example, when two cars meet at a crossroad without traffic lights, one car will stop until another car leaves. If two cars collide, SUMO waits for a period and then removes the cars to imitate a traffic accident.

Fig. 1(b) shows the construction of traffic model by SUMO. It has two modules: street building (SB) and traffic-flow setting (TS). The SB module gets the street map of a city from OpenStreetMap [11], and decides locations and red/green time of traffic lights. We can use ‘netconvert’, SUMO’s road-network importer, to build streets and lanes on the map. The TS module defines path information for each car, including starting/terminal points, starting time, acceleration, and braking speed. Then, we use the ‘duarouter’ function to generate car traffic. The outputs of both modules are fed into SUMO to simulate the status of each car in the city.

HBEFA (handbook emission factors for road transport) [12] provides emission factors of gaseous pollutants for cars, which helps SUMO simulate air pollution generated by cars. It defines more than 20 vehicle emission classes to model pollutant emission of cars for a wide variety of traffic situations. Through HBEFA, SUMO can model the emission of different pollutants, including CO₂, CO, NO, NO₂, PM 2.5/10, and hydrocarbon.
(HC).

### 2.3 Pollutant Dispersion Model: ISC3

ISC3 is a steady-state Gaussian plume model used to imitate diffusion and sedimentation of pollutants in the air. It describes many features of gaseous pollutants, including 1) point, line, area, and volume sources, 2) division of point sources, 3) dry deposition and settling of particles, 4) down-wash, and 5) limited terrain adjustment. ISC3 computes pollutant concentration at a 3D position $(x, y, z)$ by

$$C(x, y, z) = \frac{QWVD}{2\pi \mu_s \tau_y \tau_z} \exp \left[ -\frac{1}{2} \left( \frac{y}{\mu_s} \right)^2 \right],$$

where $Q$ is the pollutant discharge rate (in g/s), $W$ converts the output to concentration, $V$ is the reflection in vertical direction (used in earth surface and atmosphere’s inversion layer), $D$ is a coefficient for disintegration (when pollutants have a half-life period, e.g., $SO_2$), $\mu_s$ is wind speed (in m/s), and $\tau_y$ and $\tau_z$ are coefficients of diffusion in horizontal and vertical directions, respectively. We can compute parameter $V$ in Eq. (2) by

$$V = \exp \left[ -\frac{1}{2} \left( \frac{z - H}{\tau_z} \right)^2 \right] + \exp \left[ -\frac{1}{2} \left( \frac{z + H}{\tau_z} \right)^2 \right],$$

where $H$ is the pollutant’s height.

Fig. 1(c) shows ISC3, where the diamond denotes a pollutant source and wind blows along the $x$ axis. The pollutant spreads in horizontal and vertical directions depending on $\tau_y$ and $\tau_z$, respectively. The gray area indicates the region affected by the pollutant. The coefficients in Eqs. (2) and (3) are decided by weather and temperature, and [8] gives the suggested values. The minimum observing period of ISC3 is 1 hour, so we use Eq. (2) to update concentration in each hour.

We adopt ISC3 to model pollutant dispersion due to three reasons. First, it was considered as the most commonly used model to support various air pollution regulations by U.S. EPA [13]. Second, the accuracy of ISC3 is analyzed in large-scale geographic regions like Colombia [14] and Delhi [15]. These studies show that there exists high correlation ($> 0.73$) between the result computed by ISC3 and actual values measured by monitoring stations, which verifies that ISC3 can precisely describe the main factors affecting pollutant dispersion in a region. Third, ISC3 has been widely used to assess pollutant concentration from a variety of sources associated with an industrial complex. Thus, we can use ISC3 to simulate air pollution emitted from industrial zones or factories in a city.

ISC3 operates in both long-term and short-term modes. In our simulations, we use the short-term mode to imitate air pollution in the environment. Moreover, cars will also generate gaseous pollutants (by SUMO), which further improves the simulation’s similarity to real scenarios.

### 3 Related Work

Many studies aim at monitoring air quality in a city, which are classified into two categories. One uses fixed devices (e.g., monitoring stations and static sensors) to gather environmental data. The other adopts mobile devices (e.g., smart phones and VSN) to dynamically collect air quality.

#### 3.1 Monitoring Schemes by Fixed Devices

Using monitoring stations to measure air quality is a traditional solution, where each station provides delicate detection of gaseous pollutants. However, there are limited stations in a city, and air quality is affected by various factors like weather, car flow, people mobility, street canyons, and industrial installations [16]. To infer missing data, Zheng et al. [17] analyze past air quality by two methods. One is based on an artificial neural network to find spatial data correlation on different positions. Another uses a linear-chain conditional random field to evaluate temporal data dependency on a position.

Comparing to monitoring stations, wireless sensor network (WSN) provides more fine-grained monitoring of air quality. The work [18] uses a static WSN to monitor air pollution and proposes an auto-calibration method to improve data accuracy. Sensors compare the measured pollutant concentration with the data collected by their neighbors and nearby monitoring stations, so as to correct their measurement. Wang et al. [19] adopt static sensors to monitor CO and PM. To extend lifetime, sensors are powered by solar batteries, and enter the sleeping state in a suspended period. The study [20] installs sensor suites at multiple sites in a city to monitor NO$_2$, CO, $SO_2$, PM, and hydrogen sulfide ($H_2S$). Sensing data are mapped to a rank of AQI following the data quality objective regulated by European Directive [21]. Brienza et al. [22] develop a cooperative sensing system. People set up gas sensors on their houses to monitor air quality in the surroundings, and share the monitoring data via social networking.

However, the monitoring accuracy of WSN highly relies on sensor deployment [23]. Due to their small sensing range, we need to deploy a huge number of sensors to cover a large metropolitan area. Moreover, it lacks flexibility to use static WSN to collect air quality. When the monitoring mission changes (e.g., the area of interest alters), the originally installed WSN will be difficult to participate in the new mission.

#### 3.2 Monitoring Schemes by Mobile Devices

With the popularization of smart phones, some studies use web-based frameworks or mobile applications (APP) to let people collect air quality and share data. Mun et al. [24] design a platform on mobile phones to record the impact of CO$_2$, PM2.5, and smog exposure. Sensing data are uploaded to a server, which exhibits the analytical result via a web interface. In [25], participants wear air-pollution sensors and carry smart phones throughout one day, especially during rush-hour commutes. Each phone provides an APP to display recent measurement of air quality. Also, [25] develops a web-based framework to help participants report sensing data and provide access to the map overlaid with historical data. The work [26] connects a smart phone with the O$_3$ sensor to detect air pollution. To improve monitoring accuracy, it exploits the O$_3$ data collected from monitoring stations to calibrate sensors, and analyzes the effect of mobility on the accuracy of sensor readings. Cheng et al. [27] propose a cloud-based system to monitor PM2.5, where sensors report data to a cloud server via Ethernet or mobile phones. They use the artificial neural network and Gaussian process to respectively calibrate sensing data and infer data on the positions without sensors.

Since cars move longer distances than pedestrians, using VSN to monitor air quality is more flexible. Ma et al. [28] combine VSN with a static WSN to detect air pollution. Static sensors are deployed in a grid-based manner, and act as the
develops a VSN to collect urban CO concentration. Each car regularly reports its sensing data along with position via GSM short messages. The monitoring result is displayed on Google Maps to visually show CO 2 distribution. In [30], cars are equipped with gas sensors to analyze air pollution (e.g., CO, NO 2 , and O 3 ) in Sydney. A mobile APP is developed for drivers to upload their sensing data to a server, whose result is also shown on Google Maps. The study [31] considers a VSN architecture for air-quality monitoring, which contains both public transportation sensing (PTS) and social sensing (SS) networks. PTS network consists of buses moving along fixed routes. SS network contains passenger cars, where drivers report sensing data via mobile phones. Vagnoli et al. [32] use bikes to carry gaseous sensors to measure CO, CO 2 , O 3 , NO 2 , and methane (CH 4 ). Sensing data are sent to a database via GPRS and shown by a web application. In contrast to the above studies, our work aims at developing adaptive mechanisms to gather sensing data and estimate absent data, so as to help VSN efficiently monitor air quality in a big city.

The work [33] installs mobile agents (i.e., migratory programs) on some cars to collect air quality. Each agent periodically checks if its car has reached the target area. If not, it checks whether the car’s route is different from the expected one or the car is stuck in traffic. If so, the agent then migrates to another car. Once the agent reaches the target area, it begins collecting air quality and tries to return to the server. Obviously, this work has a different goal. Hu et al. [34] use VSN to monitor CO 2 in cities, and adjust sampling rates of cars to keep monitoring quality with less communication overhead. They divide the monitoring region into fixed grids, and propose both variation-based (VAR) and gradient-based (GRA) schemes to adjust the sampling rate in each grid by

$$R_i = a_i \times \phi_i + b_i,$$

where $R_i$ is the expected number of samples, $a_i$ and $b_i$ are two constants based on past experience, $\phi_i$ is the standard deviation and gradient difference of CO 2 concentration in VAR and GRA, respectively. Comparing to [34], our EDGE mechanism flexibly adjusts sampling rates through ‘dynamic’ grid partition and addresses real road conditions, and it also designs an efficient solution to infer the lost AQI data. Moreover, our simulations adopt SUMO and ISC3 to model the practical metropolitan traffic and pollutant dispersion, which are not considered in [34]. Experimental results in Section 6 will show that EDGE greatly saves the communication cost and improves monitoring accuracy than both VAR and GRA.

## 4 Problem Definition

Let us consider a monitoring region $\mathcal{A}$ in the city which can be divided into a set $\mathcal{U}$ of pixels, where each pixel $u_i \in \mathcal{U}$ is the smallest unit area (e.g., 1 m 2 ) used to monitor air quality and calculate AQI. In other words, the values of AQI measured at any two positions in a pixel at the same time are viewed as no difference. We assume that $\mathcal{A}$ is fully covered by a wireless network such as Wi-Fi or LTE-A, so each car moving in $\mathcal{A}$ can always find a nearby base station (BS) to upload its data and receive commands. Depending on the given sampling rate, each car regularly sends out its sensing data for air quality along with the current time and position to the remote server (via the wireless network). The car’s driver can be rewarded with a little money for reporting data. However, the driver cannot change the sampling rate and data content. Moreover, the driver has no idea how or where to move the car to increase reward. Thus, the car traffic in $\mathcal{A}$ is viewed as random (referring to Remark 1). Besides, we cut the time axis into repetitive monitoring periods with a length of $T$, depending on the type of observing pollutant (referring to Section 2.1). After collecting data from cars, the server can estimate each pixel’s AQI by Eq. (1).

Let $d^R$ and $d^E$ be the real AQI and the AQI estimated by the remote server of each pixel $u_i \in \mathcal{U}$. Besides, we denote the set of all reporting packets from cars by $\mathcal{P}$ in a monitoring period $T$. Then, our problem asks how to adjust the data sampling rate of each car and estimate the lost data, such that the following three objectives can be satisfied:

$$\min \sum_{p_i \in \mathcal{P}} \text{length}(p_i),$$

$$\min \sum_{p_i \in \mathcal{P}} \text{reward}(p_i),$$

$$\min \frac{1}{|\mathcal{U}|} \sum_{u_i \in \mathcal{U}} f(d^R_{u_i}, d^E_{u_i}).$$

where length($p_i$) and reward($p_i$) respectively denote the length and monetary cost of each packet $p_i \in \mathcal{P}$, $|\mathcal{U}|$ is the number of total pixels in $\mathcal{A}$, and

$$f(d^R_{u_i}, d^E_{u_i}) = \begin{cases} 1 & \text{if } |d^R_{u_i} - d^E_{u_i}| > \delta \\ 0 & \text{otherwise} \end{cases},$$

where $\delta$ is a tolerable deviation. Eq. (5) indicates to reduce the amount of packet transmission to report data, so as to save wireless bandwidth and avoid network congestion. Eq. (6) means to save the rewards given to drivers, so the monetary cost can decrease. Here, Eqs. (5) and (6) together minimize the total communication cost by using VSN to monitor air quality. Then, Eq. (7) improves monitoring accuracy by minimizing the ratio of pixels whose real and estimated AQIs have a difference larger than the threshold $\delta$.

**Remark 1** (Driving Behavior). The work [35] points out that moving cars usually exhibit behavior unique to each driver (e.g., choosing the moving path). We develop our mechanism based on this observation, where each car moves depending on its destination, instead of exterior influence such as the reward given to a driver. Thus, we can avoid the case where some drivers intentionally move to or stay at certain locations in order to increase their rewards, which may substantially change car traffic or even cause congestion. Moreover, the assumption also makes sure that our mechanism can perform well under most vehicular mobility models [36].

**Remark 2** (Rewarding Policy). We aim at adjusting sampling rates of cars to balance between the communication cost and monitoring accuracy. So, the reward is used as a metric to measure the communication cost in the paper. In Section 6, we will propose two simple rewarding policies for performance evaluation. How to design a sophisticated policy to influence the driving behavior (to facilitate gathering air quality) is out of the paper’s scope, and it also conflicts with the assumption mentioned in Remark 1. Accordingly, we will leave this issue for future investigation in Section 7.

## 5 The Proposed EDGE Mechanism

We partition $\mathcal{A}$ into $K \times K$ grids, whose length is an integer multiple of pixel length. So, each pixel in $\mathcal{U}$ belongs to a single grid. The time axis is divided into monitoring periods with length of $T$, during which EDGE is executed, as Fig. 2 shows. A monitoring period is further composed of three phases.
Adjusting phase: Based on the sensing data collected in the previous period, the remote server modifies the grid partition by cutting a grid that has diverse data, or merging adjacent grids with similar data. To do so, EDGE uses a region quadtree to keep ‘dynamic’ grid partition. Then, it recomputes the sampling rate of each grid, and sends beacons containing the new partition along with sampling rates to cars via BSs.

Gathering phase: On hearing a beacon, each car decides its interval between two reports. To avoid some cars simultaneously sampling data on close positions, which results in redundant data, we propose a probabilistic reporting method to let cars sample data from different positions. Moreover, two types of packet formats, called standard and differential reports, are designed to provide flexible reporting for cars. As shown in Fig. 2, each car first sends a standard report to give complete information, followed by successive differential reports to save the amount of data transmission.

Estimating phase: After gathering data from cars, the remote server obeys the guideline in Section 2.1 to compute each pixel’s AQI. However, some pixels may have no data due to lack of cars. Thus, we adopt the Delaunay triangulation to estimate AQIs for such pixels.

The gathering phase dominates a monitoring period, as adjusting and estimating phases are done by the remote server in the background. Each car has to keep track of beacons to update the grid partition and sampling rate. In case of missing the beacon, a car sends a probing packet to its BS to get the necessary information (discussed in Section 5.2.2).

In Fig. 2, \( T \) decides the updating frequency of grid partition. Hence, we prefer the length of pollutant observing period to be several times of \( T \) (e.g., 5 or 6 times), so the update of grid partition can catch the concentration variation in an observing period. As mentioned in Section 2.1, the minimum observing period is 1 hour. Thus, we set \( T \) to 10 minutes in the simulations. Below, we detail our design in each phase.

5.1 Adjusting Phase

5.1.1 Dynamic Grid Partition

We adopt a region quadtree for space indexing. It is a popular data structure that can easily describe a partition of 2D space by iteratively decomposing the space into four equal quadrants, as shown in Fig. 3. Each tree node either has exactly four children (i.e., an internal node), or has no children (i.e., a leaf).

As we will mention in Section 5.2.2, using the region quadtree helps simplify packet formats by avoiding recording too many positioning data. Moreover, the value of \( K \) can be decided by the depth of the region quadtree, as discussed in Remark 3.

Remark 3 (Determining tree depth and \( K \)). To avoid cutting the monitoring region \( A \) into too small grids, we should limit the maximum depth \( n \) of the region quadtree by

\[
\sigma \times \sqrt{\frac{|A|}{2^n \times 2^n}} \geq v_{\text{max}} \times t_{\text{min}},
\]

where \( \sigma \) is a ratio, \( |A| \) denotes the area of \( A \), \( v_{\text{max}} \) is the maximum velocity of cars, and \( t_{\text{min}} \) is the minimum expected time that each car should stay in a grid. Here, the left part of Eq. (9) computes the average length of moving paths in the smallest grid. Since roads may not be necessarily parallel to the grid edge, the grid length must not be the minimum path in a grid. That is why we multiply a ratio of \( \sigma \) to the grid length to calculate the average length. (Remark 5 will discuss how to find \( \sigma \).) The right part of Eq. (9) gives the shortest moving distance that a car is expected to pass through the smallest grid. By using Eq. (9), we can ensure that a car will averagely stay in the smallest grid for at least \( t_{\text{min}} \) time to monitor air quality. It also prevents cars from frequently changing their sampling rates in a monitoring period when they move fast.

Besides, \( A \) is divided into \( K \times K \) grids in the beginning. We can set \( K = 2 \lceil \sqrt{\frac{\sigma}{v_{\text{max}} g_0 t_{\text{min}}}} \rceil \) such that the initial tree depth is nearly a half of the maximum tree depth. It could thus help fast adjust the grid partition of \( A \) in the initial stage.

Definition 1. Let \( I_1, I_2, \ldots, I_k \) be AQIs of sensing data \( \{s_1, s_2, \ldots, s_k\} \), respectively. Then, \( s_1, s_2, \ldots, s_k \) are called \( \lambda \)-similar if 1) \( I_1, I_2, \ldots, I_k \) belong to the same AQI level in Section 2.1 and 2) \( \max_{j=1, \ldots, k} \{I_j\} - \min_{i=1, \ldots, k} \{I_j\} \leq \lambda \).

Given the grid partition, cars in each grid can report their sensing data following the sampling rate in that grid. Then, based on the data collected from the previous monitoring period, EDGE adaptively adjusts the grid partition by the four cases below. Fig. 4 also gives an example to show these cases, where we have seven grids \( g_1, g_2, g_4, g_5, g_17, g_{18}, g_{19} \), and \( g_{20} \).

Case of no-change: If all sensing data sampled in a grid \( g_i \) are \( \lambda \)-similar, it means that the pollutant concentration remains the same.
steady in $g_i$. So, there is no need to modify such a grid. Grid $g_1$ in Fig. 4 shows this case.

**Case of dividing:** When some child grids of a grid $g_i$ contain sensing data that are not $\lambda$-similar, the pollutant concentration would significantly vary in $g_i$. Therefore, we should divide $g_i$ to get a more fine-grained observation. Grid $g_2$ in Fig. 4 gives an example. Since its child grids $g_9$ and $g_{12}$ have non-$\lambda$-similar data, $g_2$ should be further partitioned.

**Case of merging:** It is a special condition of the case of no-change. In particular, a grid $g_i$ and its three sibling grids (i.e., they share the same parent in the region quadtree) contain only $\lambda$-similar data. This case implies that the current grid partition is too narrow. Thus, we merge $g_i$ with its three sibling grids. Fig. 4 presents an example, where grids $g_{17} \sim g_{20}$ will be merged into a large grid $g_3$ due to their similar data.

**Case of marking:** It is a special condition of the case of dividing. Specifically, a grid $g_i$ contains non-$\lambda$-similar data, but each of its child grids has only $\lambda$-similar data. Grid $g_4$ in Fig. 4 shows an example, where it has two groups of $\lambda$-similar data, but its child grids $g_{13}, g_{14}, g_{15},$ and $g_{16}$ each has only one group of data. However, if we simply divide the grid, each subgrid will satisfy the case of no-change but all subgrids share the same sampling rate. Obviously, such division is useless. Thus, we ‘mark’ $g_i$ (without dividing it) and increase its sampling rate accordingly (discussed in Section 5.1.2).

Since EDGE aims at long-term monitoring, we amend the region quadtree smoothly and iteratively. Thus, each grid is examined once in a monitoring period. In this way, the depth of the region quadtree is either increased/decreased by one (due to the cases of dividing and merging) or has no change in every period. Besides, if a grid satisfies the case of dividing but its tree depth reaches the maximum threshold by Eq. (9), we apply the case of marking to that grid to avoid generating too small grids (as discussed in Remark 3). Remark 4 comments on the four cases and $\lambda$.

**Remark 4** (Four cases and $\lambda$). When the pollutant concentration of a grid is steady, there might exist little fluctuation in sensor readings. Also, due to sensor calibration or some circumstances (e.g., temporarily following a truck), it may be difficult to find a grid whose sensing data are the same. Thus, if we simply decide whether to keep or split a grid by checking if all of its sensing data have an ‘equal’ AQI, the cases of no-change and merging would never occur. Besides, the case of dividing may frequently happen, making $A$ be partitioned into many small grids. To solve the problem, we use Definition 1 by allowing a small tolerance $\lambda$ on the AQI values of sensing data. Thus, the occurring probability of cases of no-change and merging can be substantially increased.

To find $\lambda$’s value, we refer to past statistics of pollutant concentration from monitoring stations, and take 3% of concentration range, for instance, to be $\lambda$. We take Kaohsiung city as an example, where the minimum and maximum $O_3$ concentration is 4.77 and 72.96 ppb, respectively [42]. Thus, we set $\lambda = (72.96 - 4.77) \times 3\% \approx 2$ ppb. When more sophisticated sensors are used, we can lower $\lambda$’s value accordingly (e.g., taking 1% of concentration range).

### 5.1.2 Calculating data sampling rates

After deciding the grid partition, EDGE finds the sampling rate $\hat{r}_i$ of each grid $g_i$ by

\[
\hat{r}_i = \varepsilon \times \frac{B(g_i)}{\bar{F}(g_i) \times \text{avg}(g_i)},
\]

where $\varepsilon$ controls data-sampling speed, $B(g_i)$ is a baseline for the number of sensing data to be collected in $g_i$, $F(g_i)$ is car traffic in $g_i$, and $\text{avg}(g_i)$ is average time that cars stay in $g_i$. Here, $B(g_i)$ is a constant depending on the application, so $\hat{r}_i$ is affected by other parameters. We set coefficient $\varepsilon$ as follows:

\[
\varepsilon = \begin{cases} 
1/2 & \text{if all sensing data in } g_i \text{ are } \lambda\text{-similar} \\
2 & \text{otherwise.} 
\end{cases}
\]

The design consideration behind Eq. (11) is to adaptively adjust the sampling rate based on the data variation in each grid. Specifically, when the pollutant concentration remains steady, it is unnecessary to collect many similar data in the grid. Thus, we halve the sampling rate by taking $\varepsilon = 1/2$. On the contrary, when there is significant variation in concentration, we should double the sampling rate (by taking $\varepsilon = 2$) to capture such high variation. Fig. 4 gives an example. We slow down the sampling rates of grids $g_1, g_9, g_{10},$ and $g_{11}$, as they cover the area where the pollutant concentration keeps stable. For grids $g_4, g_9, g_{12}$, we speed up their sampling rates to react to the significant change in concentration.

In Eq. (10), $F(g_i)$ is defined by the number of cars in $g_i$ during unit time, which is estimated by the number of sensing data collected in the previous monitoring period. When $g_i$ has large car traffic, we can slow down its sampling rate because more cars help collect $g_i$’s air quality, and vice versa. To alleviate the effect of extreme situations (e.g., $g_i$ contains very few cars or traffic congestion occurs in $g_i$), making $\hat{r}_i$ become unreasonable large or small, we use two thresholds $F_{\text{min}}$ and $F_{\text{max}}$ to limit the range of $F(g_i)$. When $F(g_i) < F_{\text{min}}$, we set $F(g_i) = F_{\text{min}}$. Once $F(g_i) > F_{\text{max}}$, we set $F(g_i) = F_{\text{max}}$. To determine $F_{\text{min}}$ and $F_{\text{max}}$, we can gather statistics of car traffic in $A$, and take the average of smallest and largest 20% of past data to be the values of $F_{\text{min}}$ and $F_{\text{max}}$, respectively. For example, by using SUMO to imitate car traffic in Kaohsiung city, we set $F_{\text{min}} = 5$ and $F_{\text{max}} = 20$ in our simulations.

2. For example, Table 1 shows the detection range and sensitivity of practical gaseous sensors. The sensitivity indicates how much a sensor’s output changes when the input quantity being measured alters, and it limits the range of fluctuation in sensor readings.
The sampling rate \( \hat{r}_i \) is inversely proportional to \( t_{avg}(g_i) \) in Eq. (10). Obviously, if a car stays in \( g_i \) for longer time, it can collect more data from \( g_i \), and vice versa. The average staying time \( t_{avg}(g_i) \) is derived by \( \sigma \times L(g_i)/v \), where \( L(g_i) \) denotes the length of grid \( g_i \) and \( v \) is the average velocity of that car. Remark 5 discusses how to choose a proper ratio \( \sigma \) to find the average distance required by cars to pass through a grid.

**Remark 5** (The choice of \( \sigma \)). To find \( \sigma \), we can employ SUMO to estimate the moving distance of each car to pass through one grid in \( A \). For instance, Fig. 5 gives the percentage of different moving distances of cars in Kaohsiung city, and we divide \( A \) into 16 \( \times \) 16 grids. The grid length is 386 meters. Since each grid has different street topologies and traffic amount, cars spend different distances to move through a grid. From Fig. 5, we observe that most cars move a distance of 200 ~ 400 meters to pass through one grid, and their average moving distance is 322 meters. Thus, we set \( \sigma = 322/386 \approx 0.834 \) in the example. For other cities, we can use the same way to calculate their \( \sigma \) values.

It is worth mentioning that a large \( F(g_i) \) value (i.e., higher car traffic) does not necessarily imply a large \( t_{avg}(g_i) \) value (i.e., longer staying time of cars). One example is that many cars in a grid move through unobstructed highways, so each car will not stay in the grid for a long time. Another example is that just few cars in a grid are impeded by a serial of red lights. In this example, we have a small \( F(g_i) \) value but a large \( t_{avg}(g_i) \) value. That is why we consider both parameters \( F(g_i) \) and \( t_{avg}(g_i) \) in Eq. (10).

### 5.2 Gathering Phase

When the adjusting phase ends, the remote server announces the new grid partition and the data sampling rate in each grid to cars via beacons (broadcasted by BSs). Therefore, once a car enters a new grid \( g_i \) with sampling rate \( \hat{r}_i \) derived from Eq. (10), it decides the time interval between two successive reports in that grid by \( f_T(1/\hat{r}_i) \), where \( f_T(\cdot) \) is a translation function on the basis of slot time. For example, suppose that \( \hat{r}_i = 20 \) samples/h and each slot is 1 minute, the time interval will be \( f_T(1/20) = 1/20 \times 60 = 3 \) slots (i.e., minutes). To conduct sampling, each car in \( g_i \) keeps a counter initially set to \( f_T(1/\hat{r}_i) \). When the counter reaches to zero, the car measures air quality on the current position, sends its sensing data to the server, and resets the counter again. This mechanism is straightforward but it leaves three questions.
two examples, where BS1 sends a beacon ‘0, 02228.5000N, 12010.3200E, 02302.8030N, 12085.8030E, 1, 4, 20’.
Thus, the positions of A’s reference points are (N22°28’50", E120°10’32") and (N23°2’80.3”, E120°85’80.3”), and BS1 covers grid g1 with a sampling rate of 20 samples/h.
BS2 sends a beacon ‘0, 02228.5000N, 12010.3200E, 02302.8030N, 12085.8030E, 3, 2, 25, 17, 30, 18, 20’.
So, it covers grids g2, g17, and g18, whose sampling rates are 25, 30, and 20 samples/h, respectively.

Thanks to the region quadtree, we need not record much positioning information in beacons. Instead, we only indicate the positions of two reference points in A, and the grid partition can be quickly obtained by using grid IDs of the region quadtree. It thus greatly simplifies the beacon format. Also, by changing the two reference points in beacons, we can easily change the monitoring region A without much effort. Notice that when a car misses the beacon, it sends a probing packet with the payload of ‘(Type = 1)’ to its BS. Then, the BS will unicast the beacon to that car.

To save data transmission, we define two kinds of reports for cars. Specifically, a standard report has the following format:

(Type = 2, Time, Reading, Latitude, Longitude),
where the Time, Reading, Latitude, and Longitude fields have lengths of 32, 16, 88, and 88 bits, respectively. Besides, the format of a differential report is given as follows:

(Type = 3, DTime, DReading, DLatitude, DLongitude),
where DTime, DReading, DLatitude, and DLongitude are the differences of time, sensing data, latitude, and longitude between the current and previous reports, respectively. Their length is 9, 8, 20, and 20 bits, so a differential report further saves 167 bits. We give an example, where a car first sends a standard report ‘(2, 184013, 800, 02478.8722N, 12099.8483E)’. It means that the car samples a value of 800 on 18:40:13 at the position (N24°82’87.22", E120°99’84.83”). Then, the car sends a differential report ‘(3, 17, 30, -10, 33596, -2559)’, which indicates that it samples a value of 790 on 18:40:45 at the new position (N24°82’23.18", E120°99’59.24”).

There are four cases that a car should send a standard report: 1) a new monitoring period starts, 2) the car enters a new grid, 3) it handovers to another BS, and 4) the difference between the current and previous sensing values is out of range [-128, 127] (due to the length of DReading). Here, case 4) implies that the car locates in an area where the pollutant concentration significantly varies, so it is better to report the complete information. Except for these cases, the car can send differential reports to save the amount of data transmission.

5.3 Estimating Phase

After collecting data from cars, the remote server uses the scheme in Section 2.1 to compute AQI for each sampling position. If multiple cars have measured air quality on the same position, the server takes the report with the largest timestamp. However, since it is not possible to control the movement of cars (referring to Remark 1), we may not collect data for every pixel of \( U \) in the gathering phase. Therefore, we need to estimate lost data in the final phase.

Let \( U_{\text{data}} \) and \( U_{\text{loss}} \) be the sets of pixels with and without sensing data, respectively, so \( U_{\text{data}} \cup U_{\text{loss}} = U \) and \( U_{\text{data}} \cap U_{\text{loss}} = \emptyset \). Our idea is to do triangulation by using...
Delaunay triangulation. Let us denote by \( \triangle u \) of triangle \( U \) iteratively check (and possibly exchange) every edge in triangulation using the which increases the inaccuracy of estimation. Thus, we suggest using the Delaunay triangulation on \( U \), whose definition is that no pixel in \( U \) will locate inside the circumcircle of any forming triangle. The Delaunay triangulation is able to maximize the smallest angle of all the angles of the forming triangles, so it can avoid generating many skinny triangles. Fig. 7(a) and (b) give an example, where dots indicate the pixels in \( U \).

To find the Delaunay triangulation, we borrow the concept from [44]. Given a simple triangulation on \( U \), we check if every forming triangle meets the definition of Delaunay triangulation. Let us denote by \( E \) the set of edges found by the simple triangulation. For each edge, say, \( \overline{ij} \in E \), we examine each of the four vertices of the two triangles sharing \( \overline{ij} \) and check whether it locates inside the circumcircle of any triangle. If so, it means that \( \overline{ij} \) is illegal and we exchange \( \overline{ij} \) by the ‘opposite’ edge in \( E \). Fig. 8 presents an example, where we check edge \( \overline{ij} \) is illegal. In this case, we replace it by the opposite edge \( \overline{kl} \). Thus, the four vertices \( u_1, u_2, u_3, \) and \( u_4 \) all locate on the peripheries of circumcircles. We can iteratively check (and possibly exchange) every edge in \( E \), and the final result will be the Delaunay triangulation.

After doing triangulation, we further divide \( U_{\text{loss}} \) into two non-overlapped subsets \( U_{\text{loss}}^1 \) and \( U_{\text{loss}}^2 \). For each pixel \( u_i \) in \( U_{\text{loss}} \), if at least one half of \( u_i \) is covered by the polygon formed by the Delaunay triangulation, then \( u_i \) belongs to \( U_{\text{loss}}^1 \). Otherwise, \( u_i \) belongs to \( U_{\text{loss}}^2 \). Fig. 7(c) shows an example, where each small square denotes a pixel, and the pixels with dots belong to \( U \). In Fig. 7(c), the pixels in \( U_{\text{loss}} \) and \( U_{\text{loss}}^2 \) are colored by white and gray, respectively.

Then, we apply the technique of triangulated irregular network [45] to estimate AQI of each pixel in \( U_{\text{loss}} \). Specifically, let us consider a pixel \( u_i \in U_{\text{loss}}^1 \) whose coordinates are \((x_i, y_i)\).

Here, we take the central point in a pixel to represent its coordinates. Suppose that \( u_i \) locates inside a triangle with three vertices (i.e., pixels) \( u_a, u_b, \) and \( u_c \), whose coordinates are \((x_a, y_a), (x_b, y_b), \) and \((x_c, y_c)\), respectively. In addition, the AQIs of \( u_a, u_b, \) and \( u_c \) are \( w_a, w_b, \) and \( w_c \), respectively. Then, we compute \( u_i \)’s AQI by

\[
    w_i = \frac{(-\alpha x_i - \beta y_i - \Phi)}{\gamma},
\]

where

\[
    \alpha = y_a(w_b - w_c) + y_b(w_c - w_a) + y_c(w_a - w_b),
\]
\[
    \beta = w_a(x_b - x_c) + w_b(x_c - x_a) + w_c(x_a - x_b),
\]
\[
    \gamma = x_a(y_b - y_c) + x_b(y_c - y_a) + x_c(y_a - y_b),
\]
\[
    \Phi = (-\alpha x_a - \beta y_a - \Phi) / \gamma.
\]

In this way, we can derive the AQI of each white pixel in Fig 7(c). Then, we update \( U \) by \( U_{\text{data}} \cup U_{\text{loss}}^1 \).

On the other hand, we use linear extrapolation to infer the AQI of a pixel \( u_i \in U_{\text{loss}}^2 \). For each such \( u_i \), we take two pixels \( u_a \) and \( u_b \) from \( U_{\text{data}} \) for reference, such that \( u_a, u_b, \) and \( u_i \) all locate in the same row (or column). Suppose that \( u_b \) is closer to \( u_i \) than \( u_a \). Then, \( u_i \)’s AQI is calculated by

\[
    w_i = w_a + (w_b - w_a) \times \frac{D(u_i, u_a)}{D(u_a, u_b)},
\]

where \( D(\cdot, \cdot) \) is the distance between two pixels. Fig. 7(c) gives an example, where \( u_a, u_b, \) and \( u_i \) locate in the same row. Then, we move \( u_i \) from \( U_{\text{loss}}^2 \) to \( U_{\text{data}} \). The above iteration is repeated until \( U_{\text{loss}} \) becomes empty.

5.4 Discussion

We then discuss two issues. First, one may argue that cars also contribute air pollution. However, as mentioned in Remark 1, cars move merely depending on their destinations, instead of exterior influence (e.g., rewards given to drivers). In other words, our EDGE mechanism works based on ‘original’ car traffic, so it will not ask cars to move to certain positions and thus generate ‘extra’ air pollution. Moreover, air pollution generated by cars should be viewed as an impalpable part of environmental air pollution. Even if monitoring stations or static WSNs are used, these cars still generate the same amount of air pollution. Thus, it is unnecessary to distinguish pollutants caused by cars from environmental pollutants.

The next issue is data retransmission due to network congestion or temporal failure. However, EDGE works on the application layer and data retransmission is the job of underlying layers (e.g., TCP). Specifically, if a car finds that it fails to send reports to the associated BS, the car can keep reports in the
buffer and send them out later (maybe to another BS). This is done by underlying layers, not EDGE itself. Moreover, based on the time structure of EDGE in Fig. 2, the report is valid if it can be received by the remote server during a monitoring period (even though the report is retransmitted several times). Besides, the monitoring period (e.g., 10 minutes in simulations) is much longer than the retransmission duration of underlying layers (e.g., 75 seconds in TCP). In other words, data retransmission would have little effect on the error rate. Thus, we do not deal with data retransmission in EDGE but leave it to underlying-layer protocols.

6 EXPERIMENTAL RESULTS

To evaluate EDGE’s performance, we develop a simulator with the models discussed in Section 2. It selects the downtown area of Kaohsiung city in Fig. 9(a) as the monitoring region \( A \), where we use VSN to collect air quality and exploit AQI in Section 2.1 to measure air pollution. As mentioned in Section 2.2, SUMO is used to generate car traffic in \( A \). Each street has a speed limit, which decides the velocity of cars moving along it. If a car reaches its destination or moves out of \( A \), it stops collecting air quality. Since new cars will stop into \( A \), we can keep the average number of cars. Also, by using the HBEFA vehicle emission class, each car generates different amount of air pollution. Moreover, we adopt ISC3 in Section 2.3 to model the dispersion of CO pollutant in the environment. Specifically, we pick a number of source locations in \( A \) to emit CO gas (e.g., they may be the sites of factories). Each source emits various amount of CO gas with a different duration. Besides, the source locations would change as time goes by. Fig. 9(b) gives a snapshot of CO dispersion by ISC3, where colors represent different concentration of CO gas. Table 2 summarizes the parameters used in our simulator.

We compare EDGE with VAR and GRA schemes in [34], which rely on Eq. (4) to compute the sampling rate in each grid. They work on the premise that grid partition is fixed, and use linear interpolation/extrapolation to estimate lost data. We divide \( A \) into \( 16 \times 16 \) grids for both schemes. EDGE also starts from the same partition, but it dynamically amends the partition via a region quadtree whose maximum depth is 4. In EDGE, we set \( \lambda = 5, F_{\text{min}} = 5 \) and \( F_{\text{max}} = 20 \) for car traffic, and \( \sigma = 0.834 \) as discussed in Remark 5.

According to Section 4, three metrics are used to measure average performance of each scheme in a monitoring period.

**Data transmission:** We evaluate the amount of sensing data sent from cars, which is denoted by ‘(sample)’ in simulation figures. Moreover, we measure the amount of total data transmitted in the network (including control messages broadcasted by each BS), which is denoted by ‘(total)’ in figures.

**Monetary cost:** Two scenarios are considered. Each driver is given \$0.1 for a report in the constant reward (CR) scenario. The variable reward (VR) scenario classifies AQI in Fig. 1(a) into three groups: harmless (AQI \( \leq 100 \), good and moderate levels), normal (AQI: 101–200, unhealthy sensitive group and unhealthful levels), and critical (AQI \( \geq 201 \), very unhealthful and hazardous levels). A driver is given \$0.05, \$0.1, and \$0.15 for each harmless, normal, and critical report, respectively. Remark 7 comments on both scenarios.

**Error rate:** Since VAR, GRA, and EDGE contain gathering and estimating phases, we observe the impact of each phase. For the gathering phase (denoted by ‘(G)’ in figures), if a pixel has no car to report sensing data, its value is null. Thus, the error rate will be the ratio of pixels with null values. For the estimating phase (denoted by ‘(E)’ in figures), the server infers the sensing data of those pixels whose values are null. We set \( \delta = 5 \) and use Eq. (7) to find the error rate.

We also vary the simulation parameters from three aspects.

**Car:** We adjust car traffic in a monitoring region to observe the effect of car density. It helps measure system performance in different types of regions (e.g., suburb or downtown). Besides, we alter the speed limit to check if car speeds will affect performance. The result can be also used in various applications like monitoring in congested roads or highways.

**Environment:** We vary the regional size to evaluate different methods in small- and large-scale environments. This aspect is useful because the monitoring mission may be conducted in only small regions (e.g., one district of the city) or the whole metropolitan area.

**Pollutant:** By changing the number of pollutant sources, we can measure whether each method is able to save both data transmission and monetary cost when the pollutant concentration keeps relatively steady, and lower down the error rate as concentration changes drastically.

### Table 2: Simulation parameters

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>region length</td>
<td>2, 3, 4, 5, 6 km</td>
</tr>
<tr>
<td>number of cars</td>
<td>100, 300, 500, 700, 900, 1100</td>
</tr>
<tr>
<td>speed limit</td>
<td>10, 30, 50, 70, 90, 120 km/h</td>
</tr>
<tr>
<td>braking speed</td>
<td>4.2~4.8 m/s</td>
</tr>
<tr>
<td>acceleration</td>
<td>2.0~2.4 m/s</td>
</tr>
<tr>
<td>air pollution</td>
<td>ISC3</td>
</tr>
<tr>
<td>CO pixel size</td>
<td>1 m x 1 m</td>
</tr>
<tr>
<td>number of sources</td>
<td>25, 50, 75, 100</td>
</tr>
<tr>
<td>duration of emission</td>
<td>2~4 hours</td>
</tr>
<tr>
<td>amount of emission</td>
<td>250~750 grams</td>
</tr>
<tr>
<td>Other parameters:</td>
<td></td>
</tr>
<tr>
<td>monitoring period</td>
<td>600 seconds</td>
</tr>
<tr>
<td>initial grid partition</td>
<td>16 x 16</td>
</tr>
<tr>
<td>monetary reward</td>
<td>$0.05, $1.0, $0.15</td>
</tr>
</tbody>
</table>

4. Kaohsiung is the second largest city in Taiwan and has the population of more than 2.7 millions.
an example where two methods make cars send the equal number of reports in \( P \). One method only uses standard reports, while the other lets cars frequently send differential reports. In this case, both methods have the same amount of data transmission but they result in different monetary costs. Consequently, we use the CR scenario to demonstrate the benefit of using differential reports.

The VR scenario exhibits the concept of ‘differentiating’ sensing data. As mentioned in Section 2.1, the government uses AQI to describe the degree of air pollution. It will have more interesting in the positions with large AQI values, as there may exist abnormal events (e.g., gas leak). Thus, we prefer giving the drivers who find such positions (i.e., by sending critical reports) a higher reward. On the other hand, by giving the drivers who send harmless reports a lower reward, we can decrease the overall monetary cost when the air pollution is light. Thus, the VR scenario also gives an example of adjusting reward \( p \) to save the monetary cost.

### 6.1 Effect of Car Traffic

We first evaluate the effect of car traffic on different schemes, where the number of cars in \( A \) ranges from 100 to 1100. Fig. 10(a) gives the amount of data transmission, where sensing data reported from cars dominate all transmission in VSN. Since EDGE keeps dynamic grid partition, it requires slightly more control messages (i.e., beacons) to announce the grid structure. It is shown in [34] that GRA greatly reduces the amount of data reports than VAR. However, both schemes do not consider the extreme case where a street is congested by many cars. Thus, their amount of data transmission significantly increases as the number of cars grows. On the contrary, EDGE not only uses an upper threshold \( F_{\text{max}} \) to limit car traffic \( F(g_i) \) in Eq. (10), but also proposes a probabilistic sampling method by Eq. (13) to deal with this case. Therefore, it avoids drastically increasing data transmission when there are more cars in \( A \). Averagely, EDGE reduces 83.7% and 73.1% of data transmission than VAR and GRA, respectively. Also, it reduces 88.2% and 80.1% of sensing reports comparing with VAR and GRA, respectively.

Fig. 10(b) shows the monetary cost, where all schemes have higher costs in the CR scenario. The reason is that a driver is given with the same reward (i.e., \( \$0.1 \)) for every report, while it is possible to give a driver less reward (i.e., \( \$0.05 \)) when the report falls into the harmless degree. From Fig. 10(a), because VAR generates the largest amount of data transmission, it requires the highest monetary cost. Thanks to the dynamic grid partition, EDGE can result in the lowest monetary cost. On the average, EDGE respectively saves 66.6% and 43.5% of the monetary cost than VAR and GRA under the CR scenario. Besides, under the VR scenario, it saves averagely 67.0% and 46.9% of the monetary cost than VAR and GRA, respectively.

Fig. 10(c) presents the error rate. Although more cars result in more air pollution, they also help collect more data from \( A \). Thus, all schemes have more pixel values to infer lost data, so their error rates decrease accordingly. When we consider only the gathering phase, the average error rate of each scheme is close (i.e., VAR \( \approx 25.1\% \), GRA \( \approx 25.9\% \), and EDGE \( \approx 25.9\% \)). Through probabilistic reporting, EDGE prevents cars from sending data from too close pixels. Thus, even if cars generate fewer reports in EDGE, it still has a similar error rate with others. This demonstrates the benefit of using probabilistic reporting to let cars collect data on diverse positions. Moreover, when we apply the estimating phase, the error rate obviously reduces. Since EDGE uses sophisticated methods including the Delaunay triangulation and triangulated irregular network to infer lost data, as compared with simple interpolation and extrapolation in both VAR and GRA, it thus has the lowest error rate. In particular, EDGE improves 31.1% and 34.6% of monitoring accuracy than VAR and GRA when \( \delta = 5 \), respectively.

### 6.2 Effect of Speed Limit

We then measure the effect of different speed limits (from 10 to 120 km/h), where the results are shown in Fig. 11. The speed limit decides the maximum velocity of cars moving along a street, but cars may not keep such a velocity due to traffic lights or road conditions (e.g., cars slow down as traffic congests). When cars move pretty slowly (i.e., \( \leq 30 \text{ km/h} \)), they might generate more pollution. Thus, both data transmission and monetary cost become slightly larger when the speed limit is very low. With flexible grid structure and probabilistic reporting, EDGE greatly reduces the amount of data transmission and monetary cost. Specifically, it saves 87.2%, 91.3%, 78.3%, and 78.3% of data transmission, sensing reports, CR monetary cost, and VR monetary cost than VAR, respectively. Comparing to GRA, EDGE reduces 79.4%, 85.8%, 64.5%, and 66.2% of data transmission, sensing reports, CR monetary cost, and VR monetary cost, respectively.

Similarly, when cars move in a low speed, the error rate lightly increases (due to more pollutant emitted by cars), as Fig. 11(c) shows. Since the number of cars is fixed to 500, EDGE results in slightly more pixels with null values than VAR and GRA when only the gathering phase is adopted. However, by applying the estimating phase (with \( \delta = 5 \)), EDGE can significantly decrease the error rate. On the average, EDGE improves 27.5% and 30.8% of monitoring accuracy comparing with VAR and GRA, respectively.

### 6.3 Effect of Regional Size

Next, we investigate the effect of \( A \)'s size on performance. We generate car traffic and pollutant dispersion on a \( 6 \times 6 \text{ km}^2 \) area, and select its central part to be \( A \), where the size of \( A \) increases from \( 2 \times 2 \) to \( 6 \times 6 \text{ km}^2 \). Fig. 12(a) and (b) show the communication cost. Apparently, the remote server receives more sensing reports from cars in a larger region, and thus requires a higher monetary cost. On the average, EDGE reduces 87.0%/91.6% and 70.1%/79.4% of the transmission amount of total/sensing data than VAR and GRA, respectively. Besides, it saves 80.6%/77.0% and 52.4%/50.6% of the monetary cost than VAR and GRA under the CR/VR scenario, respectively.

Fig. 12(c) gives the error rates of VAR, GRA, and EDGE. Since the conditions of cars (i.e., density, speed limit, air pollution emitted) do not change, enlarging \( A \) will also increase the error rate. Such a phenomenon is more obvious when we merely use the gathering phase. In this case, EDGE has a slightly larger error rate than others. With the help of estimating phase, EDGE is able to reverse the situation. Specifically, it further enhances 27.6% and 32.3% of monitoring accuracy than VAR and GRA when \( \delta = 5 \), respectively.
Finally, we study the effect of pollutant source, where the number of sources in $\mathcal{A}$ is set to 25, 50, 75, and 100. In this experiment, the number of cars is kept in 500 and the speed limit is 50 km/h, so the amount of pollution generated by cars does not change. Thus, the overall air quality is decided by the number of pollutant sources, and Fig. 13 gives the simulation result. Both VAR and GRA observe the difference among the values of sensing data in a grid, and compute sampling rates by Eq. (4). However, since the grid size is fixed, they enlarge the sampling rate in a grid when the number of sources grows. Thus, not only the amount of data transmission but also the monetary cost will substantially increase. In contrast, EDGE uses heterogeneous grids to fine tune sampling rates, so it increases the sampling rate only when required. Thus, its data transmission and monetary cost can smoothly increase when there are more sources in $\mathcal{A}$. On the average, EDGE saves 85.9%, 89.7%, 72.2%, and 72.9% of data transmission, sensing reports, CR monetary cost, and VR monetary cost than VAR, respectively. Besides, comparing to GRA, EDGE reduces 76.7%, 82.5%, 52.9%, and 55.9% of data transmission, sensing reports, CR monetary cost, and VR monetary cost, respectively.

From Fig. 13(c), we observe that the error rate smoothly decreases as the number of pollutant sources increases, when each scheme has only the gathering phase. The reason is that the monitoring region $\mathcal{A}$ and cars’ conditions (e.g., number and speed) do not change. When there are more sources, all schemes will prefer increasing the sampling rates of cars. In
this case, more pixels could be monitored by cars, thereby reducing the error rate. On the other hand, when the estimating phase is conducted, all schemes can greatly decrease their error rates. However, the error rate increases as the number of sources grows. It is because the pollutant concentration varies drastically, making the estimation become more inaccurate. Average speaking, EDGE can reduce 25.8% and 28.9% of the error rate than VAR and GRA, respectively, when $\delta = 5$.

7 Conclusion and Future Work

Using VSN to monitor metropolitan air quality has received considerable attention. This paper develops a 3-phase EDGE mechanism to efficiently gather sensing data from cars and estimate absent data. The goal is to balance between communication overhead and monitoring accuracy. EDGE proposes dynamic grid partition and probabilistic reporting methods to adjust sampling rates and avoid redundant data, respectively. Different formats of sensing reports are proposed to save data transmission. With the Delaunay triangulation, EDGE can infer lost data more precisely. By using simulations built on SUMO and ISC3 models and a real street map, we compare EDGE with VAR and GRA schemes. Experimental results show that EDGE reduces 79–92% of sensing reports and saves 44–81% of monetary cost. When only the gathering phase is used, EDGE has a similar error rate with VAR and GRA. However, by applying the estimating phase, EDGE further improves 26–35% of monitoring accuracy.

In Remark 2, we leave an issue of designing the rewarding policy for future study. When the reward given to a driver is considerable, the rewarding policy may influence driving behavior, and could facilitate air-quality monitoring by VSN. For example, we can give a higher reward to encourage drivers to collect data on locations where pollutant concentration changes drastically, while lower the reward when cars report sensing data with little variation. However, we should deal with the case where numerous drivers move to the same area in order to increase the reward, which will cause traffic congestion in that area. Thus, it also deserves further investigation to conduct real experiments to measure the effect of rewarding policy for such scenarios.
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Fig. 13: Effect of pollutant source on average performance of each scheme.


