Lightweight Scheduling of Data Collection Paths for Mobile Data Ferries in Long-term IoT Applications
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Abstract—Many IoT (Internet of things) applications rely on wireless sensors for long-term monitoring of the environment. Sensors need to relay their data to a sink via multihop transmissions, which consumes lots of energy and shortens their lifetime. Using a mobile data ferry (MDF) to visit sensors and collect their data can well address this issue. How to schedule a data collection path for the MDF is a challenge, and it is usually viewed as a variation of the traveling salesman problem (TSP). However, some existing methods iteratively select a sensor for visiting and repeat TSP solutions many times, which incurs a high computation cost. Besides, they assume that sensors have large buffer space to cache data sent from others. By considering both computation overhead and buffer constraint, we develop a lightweight and efficient path scheduling (LEPS) scheme, whose idea is to select delegate nodes (DNs) along a routing tree of sensors by their relative distances and cached packets. Non-DN sensors send their data to the closest DNs, and the MDF then visits each DN to collect data. Through simulations, we show that LEPS spends less computation time to find a good data collection path such that sensors can save more energy and DNs better utilize their buffers to cache data, which verifies its effectiveness on long-term IoT applications.

Index Terms—long-term monitoring, mobile data ferry, packet loss, path scheduling, traveling salesman problem.

I. INTRODUCTION

Today, wireless sensor networks have been widely deployed to support a variety of applications, from home surveillance [1], [2] to smart buildings [3], intelligent vehicles [4], pollutant monitoring [5], [6], precision agriculture [7], grocery shopping [8], and health assessment [9]. They promote the development of Internet of things (IoT), which allows objects (e.g., appliances or devices) forming a network to collect and transmit information by equipping with sensors or RFID [10]. To better offer IoT services, sensors should regularly report their sensing data for a long time [11]. However, sensors are powered by small batteries. Besides, it is not easy to replace batteries owing to the large number of sensors. Consequently, how to conserve energy of sensors on data transmissions (and prolong their lifetime) is a critical issue [12].

There are three common approaches to deal with the above issue. One is to adjust the duty cycle of each sensor, where sensors can sleep to save energy [13]. Another is to let sensors compress their sensing data, so as to decrease the amount of data transmissions [14]. The other is to use a mobile data ferry (MDF) to visit sensors and collect their data, so sensors need not relay their data via many hops [15]. However, the first two approaches may encounter the energy hole problem [16]. When a sensor is closer to the sink, it has to spend more energy on forwarding the data generated by more upstream sensors. Therefore, we aim at using the third approach to reduce energy consumption of sensors on data transmissions.

Since sensing data may have the delay requirement in IoT applications, how to schedule a short data collection path for the MDF to visit sensors is a challenge. Some methods [17], [18], [19] make the MDF call on each sensor to collect data, and the problem will be the traveling salesman problem (TSP). Due to its NP-complete property [20], these methods can work well only with a small number of sensors. Given a large sensor network, it would be better to select a subset of sensors as delegate nodes (DNs) to cache data for others. Then, the MDF visits these DNs to receive data. Thus, the problem becomes how to find DNs such that sensors can spend the least energy on communications with the shortest data collection path.

In this paper, we propose a lightweight and efficient path scheduling (LEPS) scheme to select DNs and compute the MDF’s path with less computation overhead. Given a routing tree of sensors, LEPS finds candidate DNs along the tree based on their available buffer space. Among the candidates, it iteratively selects DNs such that the distance between two adjacent DNs is reduced. Afterwards, LEPS finds the data collection path for the MDF to visit each DN through a TSP solution. Comparing with existing methods, our LEPS scheme has two novel designs. First, some methods seek to find out the shortest data collection path by repeatedly picking a sensor and using a TSP solution to check if it is suitable to serve as a DN. Thus, they will incur a high computation cost. On the contrary, LEPS selects DNs based on their relative distances and uses the TSP solution only once. In this way, we can greatly save the computation time. Second, existing methods assume that sensors generate the same number of packets (for sensing data) and have no limitation on buffer space. In practice, some DNs may need to cache data for more sensors to reduce the path. In this case, buffer overflow would occur on these DNs and the sink cannot get the lost sensing data. To deal with this issue, LEPS considers both available buffer space and the number of packets generated by each sensor when selecting DNs. Through simulations, we show that LEPS can decrease the computation time, save energy of sensors on communications, and prevent DNs from dropping packets. Therefore, it can better support long-term IoT applications than other methods.
II. RELATED WORK

Some methods find the smallest set of DNs by restricting the hop count from each non-DN sensor to its closest DN. For example, [21] first organizes a shortest-path tree to link all sensors. From each leaf, the ancestor k-hops away is selected as a DN. Then, each DN collects data from all sensors in its subtree, and the MDF moves to visit DNs for data collection. Ma et al. [22] formulate a one-hop data collection problem to find the fewest DNs such that every non-DN sensor can directly forward its data to a one-hop DN. The problem is NP-hard, so they propose a spanning-tree covering heuristic to pick out DNs. In these methods, non-DN sensors can spend less energy on data transmissions, but each DN has to cache data for more sensors and spend more energy. Thus, some DNs may still encounter the energy hole problem.

Given a routing tree of sensors, [23] computes a weight for each tree edge by the number of sensors that use the edge to relay data. Then, it iteratively picks a DN based on edge weights and uses a TSP solution to modify the data collection path. Specifically, the TSP solution is run \( N_D \) times in a iteration, where \( N_D \) is the number of DNs. Thus, the scheme has time complexity of \( O(N_D^2 \xi_{\text{TSP}}) \), where \( \xi_{\text{TSP}} \) is the cost to run the TSP solution. The work of [24] proposes a weighted rendezvous planning (WRP) method by forming a spanning tree from sensors. Each sensor is given a weight \( w_i = n_i \times h(i) \), where \( n_i \) is the number of packets that \( s_i \) sends to a DN and \( h(i) \) is the hop count from the sensor to its nearest DN. Since WRP assumes that each sensor generates only one packet, \( n_i \) will be the number of the sensor’s children plus one. Then, WRP selects a DN with the largest weight and uses a TSP solution to schedule a path to visit each DN. However, since it uses the TSP solution to recompute the path to visit DNs in every iteration, WRP has time complexity of \( O(N^2 \xi_{\text{TSP}}) \), where \( N \) is the number of total sensors.

Almiani et al. [25] propose a cluster-based scheme to select DNs, which arbitrarily picks a subset of sensors to be cluster heads and each of other sensors then joins the cluster whose head is the closest. Afterwards, the scheme selects one DN from each cluster, and calculates a data collection path to visit all DNs (i.e., by using a TSP solution). The above procedure is repeated until the path’s length is above a threshold. However, since cluster heads are arbitrarily selected, some clusters may contain more sensors, which forces their sensors spending more energy on communications.

We can observe that the above methods run TSP solutions many times to amend the path, which incurs high computation overhead. In addition, none of them consider the limitation of buffer space. It thus motivates us to develop a lightweight scheme to find a data collection path for the MDF to collect data from sensors in a computation-efficient manner, which can be suitable for long-term IoT applications.

III. PROBLEM DEFINITION

We are given a wireless sensor network for the IoT application, which contains a set \( S \) of sensors and a sink \( s_0 \). Suppose that there exists a routing tree \( T \) (e.g., the shortest-path tree) to connect all sensors in \( S \) and \( s_0 \). In the IoT application, each sensor \( s_i \in S \) generates \( n_i \) packets of sensing data, where every packet has the same length of \( l \) bits. Initially, a sensor can cache no more than \( \beta \) packets in its buffer, where \( \beta \in \mathbb{N} \). When a sensor \( s_i \) forwards one packet to its neighbor \( s_j \), \( s_i \) has to spend an amount \((\alpha_T + \alpha_A L(s_i, s_j)) \cdot l\) of energy [26], where \( \alpha_T \) is the power taken by the transmitter circuit, \( \alpha_A \) is the power taken by the amplifier circuit, and \( L(s_i, s_j) \) is the distance between \( s_i \) and \( s_j \). On the other hand, \( s_j \) will spend an amount \( \alpha_R \cdot l \) of energy to get the packet, where \( \alpha_R \) is the power taken by the receiver circuit.

There is one MDF initially located at \( s_0 \). It will move to visit a set \( \hat{D} \) of DNs to collect sensing data with a constant moving speed, where \( \hat{D} \subseteq \hat{S} \cup \{s_0\} \). Besides, we assume that the communication time that the MDF spends to retrieve data from DNs can be ignored, as compared with its moving time.

Then, our problem asks how to find the solution set \( \hat{D} \) and compute a data collection path for the MDF to call on each DN in \( \hat{D} \) and goes back to \( s_0 \) to offload its collected data, such that we can reduce the amount of communication energy spent by sensors and also decrease the number of packets dropped by DNs due to buffer overflow.

IV. THE PROPOSED LEPS SCHEME

In the LEPS scheme, each sensor \( s_i \in \hat{S} \) is associated with a flag \( f_i \) to indicate whether it has been designated as a DN or selected a DN to relay its data. Obviously, \( f_i \) is initially set to false for all sensors. Since the MDF starts its journey from \( s_0 \), we have \( \hat{D} = \{s_0\} \) in the beginning. Then, LEPS contains the following three steps to find the data collection path:

- **Step 1: Search candidates.** We pick some sensors as the beginning nodes and add them to a set \( \hat{B} \). Then, starting from each sensor in \( \hat{B} \), we seek for candidates of DNs along the tree \( T \), and add these candidates to a set \( \hat{P} \).

- **Step 2: Designate DNs.** Among potential candidates in \( \hat{P} \), we select DNs based on their relative distances to the nodes in \( \hat{D} \). Afterwards, we add these DNs to \( \hat{D} \) and update \( \hat{B} \) accordingly. In case that \( \hat{B} \) becomes empty, which means that all DNs are found, we go to step 3. Otherwise, we go to step 1 to search for new candidates.

- **Step 3: Compute the path.** We then use a TSP solution to find a data collection path for the MDF to call on each DN in the solution set \( \hat{D} \).

A. **Step 1: Search Candidates**

As the routing tree \( T \) decides the flow direction for sensors to send their data to the sink, we traverse \( T \) from leaves to the root. In particular, we add each sensor \( s_i \in \hat{S} \) whose \( f_i \) is false to \( \hat{B} \) if either \( s_i \) is a leaf or all children of \( s_i \) have false \( f_i \) values (i.e., they have been checked by LEPS).

Then, starting from each sensor in \( \hat{B} \), we move towards \( T \)’s root (i.e., \( s_0 \)) and add up the number of packets generated by the visited sensors (denoted by \( A_i \)). When we visit a sensor \( s_i \) such that \( A_i = \beta \) (or \( A_i > \beta \) when visiting its parent \( s_k \)), which means that \( s_i \) is the last node which has enough buffer space to cache data for the visiting sensors, it will be a
candidate of DN. In this case, we add \( s_i \) to \( \hat{P} \). For convenience, let us denote by \( \hat{C}_i \) the set of sensors that \( s_i \) should cache their data. Therefore, we can calculate that
\[
A_i = n_i + \sum_{s_j \in \hat{C}_i} n_j.
\]
(1)

Each element of \( \hat{P} \) is a two-tuple \((s_i, \hat{C}_i)\), so we can know the set of sensors that will send their data to a candidate \( s_i \).

When we traverse \( T \), two cases should be considered for a visiting sensor \( s_i \). In case 1, \( s_i \) has 0 or 1 child. When \( A_i < \beta \), we then continue to check \( s_i \)’s parent (i.e., \( s_k \)). However, if either \( A_i = \beta \) or \( f_k = \text{false} \), \( s_i \) will be a candidate. In case 2, we use the depth-first search (DFS) to check \( s_i \)’s children.

Then, three conditions may occur:
- If the checking process terminates at any descendant, say, \( s_j \) of \( s_i \) (due to \( A_i \geq \beta \)), \( s_j \) should be a candidate.
- When we visit each child of \( s_i \) and get the same result of \( A_i \geq \beta \), \( s_j \) will be a candidate.
- Otherwise, we use case 1 to continue the process.

We give an example in Fig. 1, where the number in each pair of parentheses indicates the number of packet generated by the corresponding sensor. In the example, \( \beta \) is set to 6 and we have \( \hat{B} = \{s_1, s_2, s_3, s_7\} \). Then, step 1 is run as follows:

- From \( s_1 \): We first visit \( s_1 \) and \( s_4 \). By DFS, we then visit \( s_3 \) and find that \( A_4 = n_1 + n_4 + n_3 > \beta \). Thus, \( s_4 \) is a candidate and \( \hat{C}_4 = \{s_1\} \).
- From \( s_2 \): The visiting sequence is \( s_2 \Rightarrow s_3 \Rightarrow s_4 \Rightarrow s_5 \), so \( s_4 \) is a candidate and \( \hat{C}_4 = \{s_2, s_3, s_4\} \).
- From \( s_3 \): The visiting sequence is \( s_3 \Rightarrow s_4 \Rightarrow s_5 \Rightarrow s_7 \), so \( s_5 \) is a candidate and \( \hat{C}_4 = \{s_2, s_3, s_5\} \).
- From \( s_7 \): The visiting sequence is \( s_7 \Rightarrow s_8 \Rightarrow s_9 \), so \( s_7 \) is a candidate and \( \hat{C}_0 = \{s_7, s_8\} \).

By combining the above results, we can calculate that \( \hat{P} = \{\{s_4, \{s_1\}\}, \{s_4, \{s_2, s_3, s_5\}\}, \{s_9, \{s_7, s_8\}\}\} \). Here, sensor \( s_4 \) is included in multiple elements of \( \hat{P} \), each with different \( \hat{C}_4 \) sets. It means that \( s_4 \) can collect data from different sets of sensors, so these elements should be treated as different cases.

B. Step 2: Designate DNs

Then, each candidate \( s_i \) (i.e., the sensor indicated in the first tuple of each element in \( \hat{P} \)) is assigned with a weight by
\[
W_i = \min\{h(s_i, s_j) \mid \forall s_j \in \hat{D}\},
\]
(2)
where \( h(s_i, s_j) \) is the hop count from \( s_i \) to \( s_j \) on the routing tree \( T \). Here, \( W_i \) reflects the relative distance (i.e., in hop count) between \( s_i \) and its closest DN in \( \hat{D} \). Since we traverse \( T \) from leaves to the root, we thus pick the candidate that has the largest weight (i.e., the most upstream one) as a DN. Fig. 1 shows an example, where \( \hat{D} = \{s_0\} \). Since \( W_4 = h(s_4, s_0) = 4 \) and \( W_0 = h(s_0, s_0) = 3 \), we select \( s_4 \) to be a DN.

From the discussion in Section IV-A, a candidate \( s_i \) may have multiple \( \hat{C}_i \) sets. However, \( s_i \) is allowed to choose only one \( \hat{C}_i \) set to collect data, or its buffer must overflow. In this case, we should pick out “extra” DNs from other \( \hat{C}_i \) sets accordingly. For ease of explanation, let us denote by \( \hat{s}_i \)’s \( \hat{C}_i \) sets \( \hat{C}_{i,1}, \hat{C}_{i,2}, \cdots, \hat{C}_{i,k} \). Then, two cases are discussed below.

Case 1: \( \bigcap_{j=1}^{k} \hat{C}_{i,j} = \emptyset \). It means that any two \( \hat{C}_{i,j} \) sets are disjointed. Thus, \( s_i \) can select one \( \hat{C}_{i,j} \) set to collect data, and the child(ren) of \( s_i \) in each of other sets must serve as DN(s) to cache data for other sensors in the corresponding set. To do so, each \( \hat{C}_{i,j} \) set is also assigned with a weight by
\[
W_{i,j} = \min\{L(s_j, \hat{C}'_{i,j}) \mid \forall s_j \in \hat{D}\} + \lambda(\hat{C}'_{i,j}),
\]
(3)
where \( \hat{C}'_{i,j} \) is the set of all \( s_i \)’s children in \( \hat{C}_{i,j} \), \( L(s_j, \hat{C}'_{i,j}) \) is the shortest distance between a DN \( s_j \) and set \( \hat{C}'_{i,j} \), and \( \lambda(\hat{C}'_{i,j}) \) is the length of a path to visit all sensors in \( \hat{C}'_{i,j} \). Implicitly, when a \( \hat{C}_{i,j} \) set has a larger weight, it means that the MDF has to move in a longer path to visit the DNs (i.e., \( s_i \)’s children) in that set. Therefore, we will prefer letting \( s_i \) choose the \( \hat{C}_{i,j} \) set with the largest weight, so as to reduce the data collection path of the MDF. Fig. 2(a) gives an example, where we select \( s_4 \) as a DN. In this example, we have \( \hat{C}_{3,1} = \{s_1, s_2\} \) and \( \hat{C}_{3,2} = \{s_4\} \), so their weights are \( W_{3,1} = L(s_0, s_2) + L(s_2, s_1) = 21 \) and \( W_{3,2} = L(s_0, s_4) = 15 \), respectively. Therefore, \( s_3 \) should pick set \( \hat{C}_{3,1} \) to collect data and \( s_4 \) will be a DN. In this way, we can reduce the MDF’s path.

Case 2: \( \bigcap_{j=1}^{k} \hat{C}_{i,j} \neq \emptyset \). Let us denote by \( \hat{O}_{i,j} \) the set of overlapped sensors in \( \hat{C}_{i,j} \) with others. In particular, no matter which \( \hat{C}_{i,j} \) set \( s_i \) chooses to collect data, \( s_i \) can always get data from the sensors in \( \hat{O}_{i,j} \). So, we need to select extra DNs from the sensors not in \( \hat{O}_{i,j} \). Similarly, each \( \hat{C}_{i,j} \) set is given a weight as follows:
\[
W_{i,j} = \min\{L(s_k, s_j) \mid \forall s_j \in \hat{D}\},
\]
(4)
where \( s_k \in \hat{C}_{i,j} - \hat{O}_{i,j} \) such that \( h(s_k, s_j) \) (i.e., the hop count between \( s_k \) and \( s_j \)) is minimized. Afterwards, \( s_i \) selects the \( \hat{C}_{i,j} \) set with the largest \( W_{i,j} \) value, and in each of other sets, we select the sensor \( s_k \) that does not belong to \( \hat{O}_{i,j} \) and has
the smallest hop count to \( s_i \) to be a DN. Let us take Fig. 2(b) as an example, where \( s_3 \) is also selected as a DN. Thus, we have \( C_{3,1} = \{ s_1, s_2 \} \) and \( C_{3,2} = \{ s_2, s_4 \} \). Since \( W_{3,1} = 36 \) and \( W_{3,2} = 18 \), \( s_3 \) selects set \( C_{3,1} \) to collect data and \( s_4 \) becomes a DN accordingly.

After selecting \( s_i \) and some sensors in its \( C_{i,j} \) sets to be DNs, we then do the following actions: 1) add these sensors to the solution set \( \hat{D} \). 2) mark the flag \( f_i \) of each of these sensors as true, 3) remove the elements whose candidate is \( s_i \) from \( P \), and 4) update \( \hat{B} \) by the rules in step 1. Note that when \( \hat{B} = \emptyset \), it means that all sensors in \( S \) have been checked, so we can go to step 3 to compute the data collection path. Otherwise, we return to step 1 to find out other candidates of DNs.

C. Step 3: Compute the Path

We use a TSP solution by local search [27] to find a data collection path for the MDF to visit each DNs in \( \hat{D} \), whose time complexity is \( O(|\hat{D}|^3) \). Fig. 1 gives an example to show how LEPS works, where \( \beta = 6 \). Let us denote by \( \hat{F} \) the set of sensors whose \( f_i \) flags are false. Then, the example contains three iterations as follows:

1. \( \hat{F} \) includes all sensors in \( \hat{S} \), so \( \hat{B} \) contains all leaves in \( T \) (i.e., \( s_1, s_2, s_3 \), and \( s_7 \)). By step 1, we derive that \( \hat{P} = \{(s_4, \{s_1\}), (s_4, \{s_2, s_3, s_5\}), (s_9, \{s_7, s_8\})\}. \) Then, we select both \( s_1 \) and \( s_4 \) to be DNs. Therefore, we can get the result of \( \hat{D} = \{s_0, s_1, s_4\} \).

2. Then, only sensors \( s_0, s_9 \) remain in \( \hat{F} \). Thus, we have \( \hat{B} = \{s_8, s_7\} \) and \( \hat{P} = \{(s_9, \{s_7, s_8\}), (s_{10}, \{s_8, s_9\})\}. \) By step 2, we thus add \( s_9 \) to \( \hat{D} \).

3. As \( \hat{F} = \{s_6, s_{10}, s_{11}\} \), we obtain that \( \hat{B} = \{s_6\} \). In this case, we compute that \( \hat{P} = \{(s_{11}, \{s_6, s_{10}\})\}. \) Although \( s_{11} \) should be selected as a DN, it actually can directly send its collected data to the sink \( s_0 \). Consequently, we need not add \( s_{11} \) to \( \hat{D} \).

The solution set \( \hat{D} \) includes \( s_0, s_1, s_4, \) and \( s_9 \). By the TSP solution, the path will be \( s_0 \Rightarrow s_1 \Rightarrow s_4 \Rightarrow s_9 \Rightarrow s_0 \).

V. SIMULATION STUDY

We develop a simulator in Java for performance evaluation. The sensing field is a square whose length is 200m, and there are 100–200 sensors deployed. A sensor has the communication distance of 20m and randomly generates 1 to 5 packets of sensing data, where the length of each packet is 134 bytes. We adopt the energy model in Section III, where \( \alpha_T = 50 \text{nJ} / \text{bit} \), \( \alpha_A = 100 \text{pJ} / \text{bit per m}^2 \), and \( \alpha_R = 50 \text{nJ} / \text{bit} \). We compare LEPS with both WRP [24] and the cluster-based scheme [25], and apply the same local-search TSP solution [27] to them.

Fig. 3(a) gives the amount of computation time taken by each scheme. Since the WRP scheme repeatedly invokes the TSP solution whenever finding new DNs, its computation time grows exponentially when the number of sensors increases. The cluster-based scheme can reduce the computation time by grouping sensors into clusters and selecting one DN from each cluster. The computation time of our LEPS scheme grows very slowly as the number of sensors increases, since it uses the TSP solution only once after finding all DNs. In particular, when there are 200 sensors, the WRP and cluster-based schemes respectively require around 78.4 and 10.8 times of computation time than the LEPS scheme, which verifies that LEPS is lightweight and computation-efficient.

Fig. 3(b) shows the amount of sensors’ energy consumed on communications. The WRP scheme seeks to optimize the data collection path of the MDF, so it achieves the lowest amount of energy consumption. Although our LEPS scheme is lightweight, it just slightly increases energy consumption of sensors. Specifically, LEPS increases no more than 8.3% of energy consumption than the WRP scheme. On the other hand, LEPS further reduces sensors’ energy than the cluster-based scheme. In particular, sensors can save more than 10% of energy on communications in LEPS, as compared with the cluster-based scheme. This experiment demonstrates that our LEPS scheme can find a good data collection path to efficiently save the energy consumption of sensors, thereby extending their lifetime for long-term IoT applications.

Fig. 3(c) presents the number of packets dropped by DNs because of buffer overflow. Both the WRP and cluster-based schemes make DNs discard more packets when the number of sensors grows. Since the cluster-based scheme arbitrarily groups sensors into clusters to find DNs, some DNs may have to collect data from the sensors in larger clusters, thereby dropping more packets. On the contrary, our LEPS scheme considers available buffer space when selecting DNs, so it will not encounter packet loss on DNs. Moreover, LEPS allows DNs to better utilize their buffer to cache data. In particular, the average buffer utilization of DNs by the WRP, cluster-based, and LEPS schemes is 59.8%, 64.0%, and 74.4%, respectively, which shows that LEPS allows DNs caching more packets in their buffers than other schemes.

VI. CONCLUSION AND FUTURE WORK

In long-term IoT applications, it is important to extend the lifetime of sensors by conserving their energy. Using an MDF to visit sensors and collect their data can help sensors save energy on communications, especially for those sensors close to the sink. This paper thus proposes the LEPS scheme to schedule the data collection path of the MDF. By considering buffer space of sensors and their relative distances, LEPS can efficiently pick out DNs and then use a TSP solution to compute the path in a short time. Through simulations, we show that LEPS is computation-efficient and can reduce communication energy of sensors while prevent DNs from discarding packets due to running out of buffer space, as comparing with both the WRP and cluster-based schemes.

We then discuss future directions. First, it is interesting to address transmission fairness of sensors [28] in the selection of DNs, especially when sensing data are heterogeneous [29]. Second, if sensors generate video streaming of sensing data [30], we have to consider their delay constraint. Third, we can apply data compression to DNs [31] to improve their efficiency of data collection. Finally, how to support secure data collection [32] deserves further investigation.
Fig. 3: Experimental results: (a) computation time, (b) energy consumption, and (c) packet loss.
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