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Abstract

Because of application requirements or hardware designs, sensor nodes may possess sector-like coverage. On the other hand, with some machinery such as stepper motors, these sensor nodes can spin to cover the objects around them. We call such sensor nodes the spinning, directional (SD) sensors. In the paper, we consider the SD sensor deployment problem, which decides how to deploy the minimum number of SD sensors to cover a set of static objects, such that each object is \( \alpha \)-time covered, where \( 0 < \alpha < 1 \). An object is \( \alpha \)-time covered if it can be covered by at least one sensor for more than or equal to \( \alpha T \) time within a fixed period (longer than \( T \)). The SD sensor deployment problem is NP-hard and therefore we propose a heuristic that adopts a greedy strategy, where we deploy each SD sensor that covers the maximum number of objects until all objects can be \( \alpha \)-time covered. Simulation results verify that our deployment heuristic can significantly reduce the number of SD sensors to be deployed. The contributions of this paper are to define a new temporal coverage model to monitor objects by SD sensors and develop an efficient deployment heuristic.
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1. Introduction

With the capabilities of ad hoc communication and distributed processing, wireless sensor networks (WSNs) open a new frontier for pervasive environmental monitoring and therefore are widely adopted in many military and civil applications [1, 2, 3, 4, 5]. To guarantee that a WSN can well operate, sensor nodes have to be deployed to organize a connected network that covers either the whole sensing field or all the specific point-locations. In the literature, a large number of WSN deployment schemes [6, 7, 8] target at omnidirectional sensors with a disk-like sensing range. Nevertheless, in some practical WSN applications, sensor nodes may possess a sector-like sensing range because of application requirements or hardware designs. Furthermore, with some machinery such as stepper motors, these sensor nodes can possess certain mobility capabilities such as spinning [9, 10, 11]. We call such sensor nodes the spinning, directional (SD) sensors.

In this paper, we consider how to efficiently deploy SD sensors to monitor a set of static objects that are modeled by point-locations. We assume that all SD sensors can be precisely deployed at any location within the sensing field. The coverage area of each SD sensor is modeled by a sector and the SD sensor can spin to scan a whole disk, as illustrated in Fig. 1(a). The time axis is divided into fixed periods. During each period, an SD sensor will spin one cycle and stop to detect all objects for a total (constant) time \( T \), as illustrated in Fig. 1(b). An object is said to be \( \alpha \)-time covered if during each period, this object is within the sensing range of at least one SD sensor for more than or equal to \( \alpha T \) time, where \( 0 < \alpha < 1 \). A network is said to achieve \( \alpha \)-time coverage if all monitored objects can be \( \alpha \)-time covered. Fig. 1(a) and (b) together illustrate an example, where the objects within disks \( d_i \) and \( d_j \) are 0.5-time and 0.33-time covered, respectively. In this case, the network is said to achieve 0.33-time coverage. The above sensing model of SD sensors can be used in many WSN applications. One typical example is the visual surveillance system using spinning video cameras. According to the above sensing model, we target at the SD sensor deployment problem, which decides how to deploy the minimum number of SD sensors to cover a set of objects such that the network achieves \( \alpha \)-time coverage.

The SD sensor deployment problem is NP-hard because the geometric disk cover (GDC) problem [12], which is a well-known NP-hard problem, is its one special instance. In particular, given a set of point-locations, the GDC problem decides how to place the minimum number of disks to cover these point-locations. Consider that each SD sensor can cover a sector with angle of \( \theta \in (0, \pi) \). By setting \( \alpha = \frac{\theta}{\pi} \), the SD sensor deployment problem becomes the same as the GDC problem because each SD sensor now can cover a whole disk in every period.

In this paper, we propose an efficient heuristic to solve the SD sensor deployment problem. The idea of our heuristic is to first place the minimum number of disks to cover all objects. Then, we always place one SD sensor on the
center of the disk that can cover the maximum number of objects, until all objects are \( \alpha \)-time covered. Finally, we deploy some additional sensor nodes to maintain the network connectivity. The contributions of this paper are three-folds:

1. We define a new SD sensor deployment problem that allows directional sensors to spin to guarantee temporal coverage of objects, which could be used in many WSN applications such as surveillance.

2. Because the SD sensor deployment problem is NP-hard, we propose an efficient deployment heuristic by adopting the greedy strategy to reduce the number of SD sensors to be deployed. In this way, we can significantly reduce the network deployment cost. Simulation results also verify the effectiveness of the proposed heuristic.

3. Our deployment heuristics allow an arbitrary relationship between the sensing distance and the communication distance of SD sensors. In this way, it can satisfy different application requirements.

We organize the rest of this paper as follows. Section 2 surveys some related work on the research field of sensor deployment and directional sensor networks. Section 3 formally defines the SD sensor deployment problem. Our efficient deployment heuristic is proposed in Section 4. In Section 5, we present the simulation results. Conclusions and future work are drawn in Section 6.

2. Related Work

In the literature, the issue of how to deploy omnidirectional sensor nodes to organize a WSN has been extensively investigated [13]. Many studies discuss how to use mobile sensors to automatically organize a network. For instance, the research efforts in [14, 15, 16] move sensor nodes to improve the network coverage by adopting a Voronoi diagram or the attractive/repulsive forces among sensor nodes. The work in [17] divides the sensing field into multiple grids, and then moves sensor nodes from those grids with more sensor nodes to those grids with fewer sensor nodes to result in a more uniform network topology. The studies in [18, 19] address two deployment-related problems: the sensor placement problem and the sensor dispatch problem. The sensor placement problem decides how to place the minimum number of sensor nodes to cover the entire sensing field while the sensor dispatch problem decides how to move sensor nodes to the target locations calculated by the placement solution such that their moving energy can be reduced.

Several research efforts consider directional sensor networks where sensor nodes are arbitrarily deployed. Given a set of point-locations, the work in [20] addresses how to identify a minimum set of directions to cover the maximum number of point-locations. The study in [21] analyzes the probability that a point-location can be covered by directional sensors. The work in [22] divides the network into multiple subsets of directional sensors to alternatively cover a given set of point-locations so that the system lifetime can be extended.

The issue of deploying fixed directional sensors is also discussed in the literature. For instance, the work in [23] addresses deploying a minimum number of directional sensors to organize a connected network that covers either the whole sensing field or a giving set of point-locations. Given a set of point-locations, the study in [24] attempts to minimize the number of deployed directional sensors by adopting an integer linear programming solution. In the work of [25], the issue of using SD sensors to localize objects is discussed, but the spinning range of each SD sensor is constrained by a limited angle. As can be seen, none of existing work discusses the SD sensor deployment problem and the temporal coverage model addressed in this paper. We will develop an efficient deployment heuristic to solve the SD sensor deployment problem.

3. The SD Sensor Deployment Problem

Consider that there is a set of static objects \( \mathcal{O} = \{ o_1, o_2, \ldots, o_n \} \) to be monitored by SD sensors, where each object is modeled by a point-location in a 2D plane. Each SD sensor \( s_i \) possesses a sensing range modeled by a sector with angle of \( \theta \in (0, \pi) \) and radius of \( r_s \), and an omnidirectional communication range with radius of \( r_c \), where

\[
\text{(a) The sensing model of SD sensors and (b) the temporal coverage model of objects.}
\]


\( r_s \) and \( r_c \) are the sensing distance and communication distance of sensor nodes, respectively. We make no assumption on the relationship between \( r_s \) and \( r_c \). An object \( o_k \) is said to be covered by an SD sensor \( s_i \) if object \( o_k \) locates within \( s_i \)'s sensing range, as illustrated in Fig. 1(a). All SD sensors have the spinning capability. When an SD sensor \( s_i \) spins one cycle (without changing its position), its sensing range will scan a whole disk \( d_i \) that is centered at \( s_i \) and with radius of \( r_s \). According to the objects within disk \( d_i \), we can divide \( d_i \) into \( p \) disjointed sectors, where each sector has an angle of \( \theta \). SD sensor \( s_i \) then spins its sensing range to fit each of these \( p \) sectors. When the sensing range of SD sensor \( s_i \) completely fits a sector, we say that \( s_i \) covers that sector. Fig. 1(a) illustrates two examples. Disk \( d_i \) is divided into two sectors and SD sensor \( s_i \) will spin to cover sectors \( A \) and \( B \), while disk \( d_j \) is divided into three sectors and SD sensor \( s_j \) will spin to cover sectors \( C \), \( D \), and \( E \).

The time axis is divided into fixed-length periods. During each period, an SD sensor \( s_i \) will spin one cycle to cover all the objects within its corresponding disk \( d_i \). Specifically, for each disk \( d_i \) with \( p \) sectors, its corresponding SD sensor \( s_i \) will stay to cover each sector for \( \frac{T}{p} \) time and then spin to cover the next sector. Therefore, the length of each period is the total time that an SD sensor stays to cover all the sectors (that is, time \( T \)) and the time that the SD sensor needs to spin one cycle (without stopping). Note that strict time synchronization among SD sensors is not necessary. Fig. 1(b) illustrates two examples. Since disks \( d_i \) and \( d_j \) are divided into two and three sectors, SD sensors \( s_i \) and \( s_j \) will stay to cover each of their sectors for 0.5\( T \) and 0.33\( T \) time, respectively.

Given a threshold \( \alpha \), where \( 0 < \alpha < 1 \), an object is said to be \( \alpha \)-time covered if and only if during each period, this object can be covered by at least one SD sensor for more than or equal to \( \alpha T \) time. Fig. 1(b) illustrates two example, where the objects within disks \( d_i \) and \( d_j \) are 0.5-time and 0.33-time covered, respectively. Then, given the set of objects \( O \) and the threshold \( \alpha \), the SD sensor deployment problem decides how to deploy the minimum number of SD sensors to cover all objects in \( O \) such that each object is \( \alpha \)-time covered. Note that in this case, each SD sensor can cover at most \( \left\lfloor \frac{1}{\alpha} \right\rfloor \) sectors during each period. When a disk is divided into more than \( \left\lfloor \frac{1}{\alpha} \right\rfloor \) sectors, it requires more than one SD sensor to cover all of its sectors. Fig. 1(a) illustrates an example. Assuming that each object in disk \( d_j \) should be 0.5-time covered (that is, \( \alpha = 0.5 \)), we have to place two SD sensors at disk \( d_j \) to guarantee that all of its objects can satisfy 0.5-time covered.

4. The Proposed Deployment Heuristic

Given a set of objects \( O \) to be covered by SD sensors, our deployment heuristic consists of the following four phases:

- **Phase 1**: We find a set of disks \( D \) that can cover all objects in \( O \).
- **Phase 2**: For each disk in \( D \), we calculate the minimum number of sectors that cover all objects in that disk.
- **Phase 3**: We then place SD sensors at a subset of disks in \( D \) to cover all objects in \( O \) such that each object can be \( \alpha \)-time covered.
- **Phase 4**: We finally deploy the minimum number of additional sensor nodes to maintain the network connectivity.

Below, we detail the operations of each phase. In phase 1, we modify the GDC scheme in [12] to calculate the set of disks \( D \) that cover all objects in \( O \). This modified GDC scheme involves the following three steps:

1. For any two objects, say, \( o_i \) and \( o_j \) in \( O \), if their Euclidean distance is smaller than \( 2r_s \), we place two disks such that their circumferences intersect at both objects \( o_i \) and \( o_j \).
2. For any two objects, say, \( o_i \) and \( o_j \) in \( O \), if their Euclidean distance is equal to \( 2r_s \), we place one disk such that its circumference passes through both objects \( o_i \) and \( o_j \).
3. For any object, say, \( o_k \) in \( O \) whose Euclidean distance to its nearest object is larger than \( 2r_s \), we place one disk such that the disk’s center locates at object \( o_k \).

Fig. 2 illustrates three examples of the above steps. Using the above modified GDC scheme, we can find a set of disks \( D \) whose size is no larger than \( 2C_2^m \).

In phase 2, we need to calculate the minimum number of sectors in each disk to cover all the objects within that disk. Here, we propose a sector dividing scheme to find the sectors in each disk. The idea is to first identify where objects gather in the disk and group them into clusters accordingly. Then, we place sectors to cover all objects in each cluster. In particular, supposing that there are \( K \) objects within the
disk, the sector dividing scheme on that disk is composed of the following three steps:

1. We arbitrarily select one object, say, \( o_1 \) within the disk as the initial object. Then, we scan all the objects in the disk in a counterclockwise direction and assign indexes to them accordingly. Specifically, suppose that \( s_o \) is the disk’s center. Object \( o_i \) is assigned with a smaller index than object \( o_j \) if and only if \( \angle o_1 s_o o_i < \angle o_1 s_o o_j \). Note that all angles are scanned in a counterclockwise direction. However, when there is a tie, we arbitrarily assign indexes to these objects. Fig. 3(a) illustrates an example. Because \( \angle o_1 s_o o_2 < \angle o_1 s_o o_3 \), object \( o_2 \) is assigned with a smaller index than object \( o_3 \).

2. Beginning from object \( o_1 \), we scan all objects according to their indexes. We then group all objects into clusters. In particular, object \( o_1 \) is added into cluster 1. For two adjacent objects \( o_i \) and \( o_{i+1} \), where \( 1 \leq i < K \), supposing that \( o_i \) is added into cluster \( j \), then object \( o_{i+1} \) is also added into cluster \( j \) if \( \angle o_is_o o_{i+1} \leq \theta \). Otherwise, \( o_{i+1} \) is added into a new cluster \( j + 1 \). Fig. 3(b) illustrates an example, where there are three clusters calculated. After grouping all objects, we then check whether or not the first cluster and the last cluster can be merged. Specifically, if \( \angle o_K s_o o_1 \leq \theta \), these two clusters can be merged and we assign new indexes to those objects originally in cluster 1. In particular, supposing that objects \( o_1, o_2, \ldots, o_1 \) are originally added into cluster 1, we assign new indexes \( o_{K+1}, o_{K+2}, \ldots, o_{K+1} \) to them, respectively. Fig. 3(c) illustrates an example, where we merge clusters 1 and 3 into the new cluster 1, and give the new indexes \( o_{12}, o_{13}, o_{14}, \) and \( o_{15} \) to those objects originally indexed with \( o_1, o_2, o_3, \) and \( o_4 \), respectively.

3. Finally, we place sector(s) to cover each cluster of objects. In particular, beginning from the object with the smallest index in the cluster, say, \( o_{\text{small}} \), we place one sector whose edge passes through \( o_{\text{small}} \) such that this sector can cover the maximum number of objects in the corresponding cluster. Then, we remove all the objects covered by that sector from the cluster. The above two operations are repeated until all the objects in the
cluster are removed. Fig. 3(d) illustrates an example, where there are four sectors $A$, $B$, $C$, and $D$ calculated to cover the objects in clusters 1 and 2.

We remark that after conducting the sector dividing scheme on a disk, say, $d_i$, all objects within disk $d_i$ will be removed from $O$. Therefore, even though two disks overlap with each other, their covered objects are considered as disjoined. We can sort disks in $D$ according to their objects in a decreasing order and then execute the sector dividing scheme on these disks following the sorting sequence. In this way, we can execute the sector dividing scheme on at most $O(m)$ disks (because there are $m$ objects in $O$). In this way, all remaining disks (without executing the sector dividing scheme) can be removed from $D$ and therefore the size of $D$ is shrunken to $O(m)$.

In phase 3, we deploy SD sensors to cover objects. Specifically, we select the disk, say, $d_i$ that covers the maximum number objects when we deploy an SD sensor on it. Here, when a disk contains more than $\left\lceil \frac{a}{\alpha} \right\rceil$ sectors, the maximum number of objects covered by an SD sensor is the number of objects in the first $\left\lceil \frac{a}{\alpha} \right\rceil$ sectors, where sectors are sorted according to their numbers of covered objects in a decreasing order. Then, we deploy an SD sensor at $d_i$’s center and make the SD sensor spin to cover each of $d_i$’s $p$ sectors. Note that when disk $d_i$ has more than $\left\lceil \frac{a}{\alpha} \right\rceil$ sectors, these $p$ sectors will be the first $\left\lceil \frac{a}{\alpha} \right\rceil$ sectors that cover the maximum number of objects. Otherwise, $p$ will be the total number of sectors in disk $d_i$. Then, we remove the objects covered by the SD sensor from the set $O$. In this way, these $p$ sectors are also removed from disk $d_i$. The above operations are repeated until the set $O$ becomes empty. Fig. 3(d) illustrates an example, where we set $a = 0.5$. In this case, we first deploy an SD sensor at location $s_a$ to cover sectors $C$ and $D$ and remove these two sectors from the disk. Then, we place another SD sensor at location $s_a$ again to cover sectors $A$ and $B$. Note that each SD sensor will stay to cover each of its corresponding sector for $0.5T$ time.

Finally, in phase 4, we will deploy some additional sensor nodes to maintain the network connectivity. Several research efforts [23, 26] have also discussed this issue. Here, we modify the scheme in [23]. Specifically, given a set of sensor nodes $S$ calculated by our deployment heuristic, we first calculate the minimum spanning tree whose tree nodes are all the sensor nodes in $S$. Then, for each tree edge whose length, say, $L$ is larger than the communication distance $r_c$, we deploy $\left( \frac{L}{r_c} - 1 \right)$ additional sensor nodes along that tree edge. The distance between two adjacent additional sensor nodes is $r_c$. In this way, the network connectivity along that tree edge can be maintained. We repeat the above operations until all tree edges are examined. In this way, we can maintain the entire network connectivity.

5. Performance Evaluations

To verify the effectiveness of our deployment heuristic, we develop a simulator in C++. The sensing field is modeled by a rectangle with area of $400 \times 400$, on which there are some static objects needed to be monitored. Two scenarios are considered. In the arbitrary scenario, objects are arbitrarily placed inside the sensing field. In the regular scenario, we select ten point-locations inside the sensing field and then place objects around these point-locations. For comparison, we also develop a random deployment scheme. In this scheme, we arbitrarily select a subset of objects as the centers of disks such that these disks can cover all objects. Then, we execute the sector dividing scheme on these disks and place SD sensors accordingly. Each SD sensor possesses a sensing distance $r_s$ of 10 and a communication distance $r_c$ of 20.

Fig. 4 illustrates the number of SD sensors used to monitor objects by the random deployment scheme and our deployment heuristic. Here, the number of deployed SD sensors includes the number of SD sensors used to cover objects and the number of additional sensor nodes used to maintain the network connectivity. The $\alpha$ value is set to 0.5 and 0.3 so that each SD sensor can cover at most two and three sectors, respectively. The sensing angle $\theta$ is set to $45^\circ$. The number of objects is set to 100, 150, 200, 250,
300, 350, and 400. From Fig. 4, we observe that the number of deployed SD sensors increases when the number of objects increases, because we need more SD sensors to cover objects. A smaller \( \alpha \) value can help reduce the number of deployed SD sensors because each SD sensor can now cover more sectors in every period. We can observe that under both scenarios, our deployment heuristic can significantly reduce the number of deployed SD sensors, as compared with the random deployment scheme.

We then evaluate the effect of different values of the sensing angle \( \theta \) on the number of deployed SD sensors, as illustrated in Fig. 5. Because changing the sensing angle would not affect the number of additional sensor nodes used to maintain the network connectivity, we measure only the number of SD sensors used to cover objects (so the number of sensor nodes will be fewer than those in Fig. 4). The number of objects is set to 400 and we set the threshold \( \alpha = 0.5 \). The sensing angle \( \theta \) is set to 30°, 45°, 60°, 75°, 90°, and 120°. Explicitly, a larger sensing angle \( \theta \) indicates that each SD sensor can cover a wider range and therefore more objects may be covered by the SD sensor. In this case, the number of deployed SD sensors decreases when the sensing angle \( \theta \) increases. From Fig. 5, we observe that our deployment heuristic can deploy the minimum number of SD sensors under the arbitrary and regular scenarios.

Finally, we evaluate the effect of different values of the threshold \( \alpha \) on the number of deployed SD sensors, as illustrated in Fig. 6. Similarly, we consider only the number of SD sensors used to cover objects because changing the value of \( \alpha \) threshold does not affect the number of additional sensor nodes used to maintain the network connectivity. The number of objects is set to 400 and the sensing angle \( \theta \) is set to 30°. The threshold \( \alpha \) is set to 0.1, 0.2, 0.3, and 0.4 so that each SD sensor can cover at most 10, 5, 3, and 2 sectors in every period. Note that when \( \alpha = 0.5 \), each SD sensor can cover at most two sectors in every period (same as the case of \( \alpha = 0.4 \)) and when \( \alpha > 0.5 \), each SD sensor can cover only one sector in every period. Therefore, we do not observe the simulation results when \( \alpha \geq 0.5 \). Recall that each SD sensor can cover at most \( \left\lfloor \frac{1}{\alpha} \right\rfloor \) sectors. Therefore, a larger \( \alpha \) value will increase the number of deployed SD sensors. From Fig. 6, it can be observed that our deployment heuristic can deploy fewer SD sensors under different threshold \( \alpha \), as compared with the random deployment scheme.
6. Conclusions and Future Work

In this paper, we define a new SD sensor deployment problem to achieve temporal coverage of objects and propose an efficient heuristic to solve the deployment problem. Our deployment heuristic deploys SD sensors at those disks that cover the maximum number of objects. A solution to maintain the network connectivity by adopting a minimum spanning tree is also proposed. Simulation results show that the proposed deployment heuristic can reduce the number of SD sensors under different situations. For future work, we will investigate how to make SD sensors cooperate with each other to monitor objects such that the number of deployed SD sensors can be further reduced. In addition, we plan to develop some surveillance applications by SD sensors.
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