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Abstract—The IEEE 802.16 standard is proposed to provide a wide-range broadband wireless service, but it leaves the implementation of the wireless resource scheduler as an open issue. We thus propose a priority-based scheduling algorithm to arrange resources for downlink traffics in an IEEE 802.16 broadband wireless network. The idea is to differentiate the mobile subscriber stations with good channel conditions from those with bad channel conditions, and to differentiate the urgent real-time traffics from the non-real-time ones. Thus, the network throughput can be improved while the delays of real-time traffics can be alleviated. In addition, our design also keeps fairness in mind, so non-real-time traffics will not be starved. Simulation results show that our scheduling algorithm can increase the network throughput, maintain the long-term fairness, and keep packet dropping ratios of real-time traffics low, as compared with existing results.

Index Terms—IEEE 802.16, fair scheduling, quality of service (QoS), resource management, WiMAX.

I. INTRODUCTION

Recently, the IEEE 802.16 standard [1], [2] has been proposed to support wide-range broadband wireless access. The standard’s objective is to use a more flexible and economical way to solve the last mile problem in a metropolitan area network, as compared with traditional wired access networks such as fiber optics or T1 links [3], [4]. IEEE 802.16 supports the point-to-multipoint (PMP) mode, where one base station (BS) can directly communicate with several mobile subscriber stations (MSSs). The BS will manage network resources for these MSSs. Based on the standard, the resource unit is defined by physical layer specifications. In this paper, we use slot as the resource unit which is defined by the mandatory physical layer specification, called orthogonal frequency division multiplexing (OFDM) and orthogonal frequency division multiplexing access (OFDMA).

The IEEE 802.16 standard also defines five types of scheduling services to support QoS (quality of service). They are unsolicited grant service (UGS), real-time polling service (rtPS), extended rtPS (ertPS), non-real-time polling service (nrtPS), and best effort (BE). Briefly, these five types of scheduling services can be classified into real-time services (including UGS, rtPS, and ertPS) and non-real-time services (including nrtPS and BE). In the IEEE 802.16 MAC layer, a scheduler is defined to manage wireless resources for these services. However, how to implement the scheduler leaves an open issue in the standard. Therefore, in this paper, we propose a scheduling algorithm to arrange resources for downlink traffics in an IEEE 802.16 broadband wireless network.

In the literature, several studies also consider scheduling downlink traffics in an IEEE 802.16 broadband wireless network. The work in [5] proposes a modified proportional fair (MPF) method to increase the network throughput while maintaining fairness. In [6], a utility function is proposed to evaluate the tradeoff between network throughput and fairness. In [7], a proportional fairness scheme based on signal-to-noise ratio is proposed to achieve rate maximization. However, the above studies consider only non-real-time traffics. The work in [8] assigns priorities to different traffics to satisfy their QoS requirements, but it does not consider the fairness issue. The work in [9] models the scheduling problem as an M/M/1/K queuing system, whose objective is to minimize the blocking probability. However, it may not guarantee the delays of real-time traffics.

In this paper, we propose a priority-based scheduling algorithm to manage downlink traffics in IEEE 802.16 broadband wireless networks. Our objectives are to improve the network throughput, to satisfy the delay constraints of real-time traffics, and to achieve fair resource distribution among MSSs. The basic idea is to assign priorities to MSSs according to their channel conditions and buffered traffics. In particular, the MSSs with good channel conditions will have a higher priority compared with those with bad channel conditions, so the network throughput can be increased since MSSs can use a higher rate to transmit their data. In addition, the MSSs with urgent real-time traffics will be assigned with a high priority to alleviate their traffic delays. On the other hand, the priorities of those MSSs that have queued a large amount of non-real-time traffics will be raised to prevent them from starving. In this way, both the delays of real-time traffics can be alleviated while the long-term fairness can be maintained.

The rest of this paper is organized as follows. Section II formally defines our resource allocation problem. Section III presents our scheduling algorithm. Simulation results are given in Section IV. Section V concludes this paper.
Real-time traffics at frame $k$ are the resources allocated to MAC/physical layers for the current channel rate $c_i$. Scheduling each frame, the scheduler will first query the $k$th MSS in this system $M_k$, the request average real-time data rate and the request minimal non-real-time data rate of $M_k$, respectively. The amounts of real-time and non-real-time buffered data of $M_i$, respectively. The amounts of resources allocated to $M_i$ for real-time and non-real-time data, respectively. The current channel rate of $M_i$, the average channel rate of $M_i$ in the recent $f_T$ frames, the non-real-time rate satisfaction ratio of $M_i$ in the most recent $f_T$ frames, the ratio of MSSs for prior real-time data allocation. The number of free slots in the current downlink subframe, the current frame index, the window size for fairness measurement, the weights of real-time and non-real-time data, respectively.

**II. PROBLEM STATEMENT**

We consider the downlink communication in an IEEE 802.16 OFDMA system with one BS supporting multiple MSSs under the PMP mode. When an MSS needs to initiate a traffic flow, it has to ask for the BS’s permission. The BS can admit the connection if it has enough resource to support the QoS requirement of that traffic flow; otherwise, the traffic flow will be dropped.

We are given $n$ MSSs, where each of them requests an average real-time data rate of $r^R_i$ (in bits/frame) and a minimum non-real-time data rate of $r^N_i$ (in bits/frame), and uses a channel rate of $c_{i,k}$ (in bits/slot) at frame $k$. The scheduling problem asks how to determine the resource allocated to each MSS $M_i$, $i = 1..n$, in every frame $k$, such that the network throughput is maximized, the long-term fairness among MSSs is satisfied, and the delays of real-time traffics are guaranteed. Here, referring to [10], [11], we define a fairness index (FI) to evaluate the long-term fairness of a scheduling algorithm as:

$$FI = \frac{\left(\sum_{i=1}^{n} SD_i\right)^2}{n \sum_{i=1}^{n} (SD_i)^2},$$

where $SD_i$ is defined as:

$$SD_i = \frac{w^R_i \sum_{j=0}^{f_T-1} a_{i,R,f,c,j}}{f_T \times r^R_i} + \frac{w^N_i \sum_{j=0}^{f_T-1} a_{i,N,f,c,j}}{f_T \times r^N_i},$$

where $f_c$ is the current frame index, $f_T$ is the window size (in frames) that we measure fairness, $a_{i,R,f,c,j}$ and $a_{i,N,f,c,j}$ (both in bits) are the resources allocated to $M_i$ for real-time and non-real-time traffics at frame $f_c - j$, respectively, and $w^R_i$ and $w^N_i$ are weights that we put on real-time and non-real-time traffics, respectively, such that $w^R_i + w^N_i = 1$. In particular, $0 < FI \leq 1$ and a scheduling algorithm is considered to be more fair if its FI is larger.

Table I summarizes the notations used in this paper.

<table>
<thead>
<tr>
<th>notation</th>
<th>definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n$</td>
<td>the number of admitted MSSs in the system</td>
</tr>
<tr>
<td>$M_i$</td>
<td>the $i$th MSS in this system</td>
</tr>
<tr>
<td>$r^R_i, r^N_i$</td>
<td>the request average real-time data rate and the request minimal non-real-time data rate of $M_i$, respectively</td>
</tr>
<tr>
<td>$b^R_i, b^N_i$</td>
<td>the amounts of real-time and non-real-time buffered data of $M_i$, respectively</td>
</tr>
<tr>
<td>$a^R_i, a^N_i$</td>
<td>the amounts of resources allocated to $M_i$ for real-time and non-real-time data, respectively</td>
</tr>
<tr>
<td>$c_{avg}$</td>
<td>the average channel rate of $M_i$</td>
</tr>
<tr>
<td>$s^R_i$</td>
<td>the non-real-time rate satisfaction ratio of $M_i$</td>
</tr>
<tr>
<td>$\delta$</td>
<td>the ratio of MSSs for prior real-time data allocation</td>
</tr>
<tr>
<td>$F$</td>
<td>the number of free slots in the current downlink subframe</td>
</tr>
<tr>
<td>$f_c$</td>
<td>the current frame index</td>
</tr>
<tr>
<td>$w^R_i$</td>
<td>the window size for fairness measurement</td>
</tr>
<tr>
<td>$w^N_i$</td>
<td>the weights of real-time and non-real-time data, respectively</td>
</tr>
</tbody>
</table>

**III. THE PRIORITY-BASED SCHEDULING ALGORITHM**

Fig. 1 illustrates the system architecture of our proposed scheduler. Since the scheduler will handle each downlink subframe, we omit the frame index $k$ in the following. When scheduling each frame, the scheduler will first query the MAC/physical layers for the current channel rate $c_i$ of each MSS and the total free space $F$ (in slots) of the current downlink subframe. Then, given the rate requirement $(r^R_i, r^N_i)$ and the buffered data $(b^R_i, b^N_i)$ of each MSS, the scheduler will calculate its priority. Based on these priorities, the scheduler can execute our proposed priority-based scheduling algorithm to determine the bandwidth $(a^R_i, a^N_i)$ allocated to each MSS. Such a decision will be sent to the MAC/physical layers to arrange free slots for transmission.

$$p_i = c_i \times \frac{c_i}{c_{avg}} \times \frac{b^R_i}{r^R_i} \times \frac{1}{s^N_i},$$

where $c_{avg}$ is the average channel rate of $M_i$ and $s^N_i$ is defined.
as

\[ s_i^N = \min \left\{ 1, \frac{\sum_{j=0}^{f_i-1} a_{i,j} N}{f_T \times r_i^N} \right\}. \]  

Note that \( M_i \) has a higher priority if its \( p_i \) is larger.

In the above Eq. (2), the first term means that we will assign a higher priority to those MSSs that can use higher channel rates. The second term means that we will assign a higher priority to those MSSs that have a better channel condition (as compared with their historical channel conditions). These two terms benefit the MSSs with good channel qualities to improve the network throughput. The third term means that we will assign a higher priority to those MSSs that require more time to transmit their buffered real-time data. This term is to alleviate the delays of real-time traffics. The last term means that we will give a higher priority to those MSSs that have queued a large amount of non-real-time data. This term is to prevent non-real-time traffics from starvation.

The scheduler then allocates slot resources to MSSs according to their priorities. However, to alleviate the delays of real-time traffics, we should first allocate resources to those MSSs that have urgent data, which are real-time data that will be dropped if they are not sent in the current frame. Then, we should select a \( \delta \) ratio of high-priority MSSs to serve their real-time data, where \( 0 \leq \delta < 1 \). If we still have free resource, we can distribute it to MSSs according to their priorities. In particular, our proposed priority-based scheduling algorithm involves in the following steps:

1. We sort \( n \) MSSs by their priorities in a descending order. Below, we examine each MSS using this order.
2. Let \( d_i \) be the size of \( M_i \)'s urgent data, \( i = 1..n \). For each \( M_i \) with \( d_i > 0 \), we allocate it with a resource of

\[ a_i = \min \left\{ c_i \times (\mathcal{F} - \sigma_i), d_i \right\}, \]  

where \( \mathcal{F} \) is the number of free slots in the current downlink subframe and \( \sigma_i \) is the summation of allocated slots for all MSSs except \( M_i \), that is,

\[ \sigma_i = \sum_{j \neq i} \left[ a_j^i \right]. \]

Here, \( c_i \times (\mathcal{F} - \sigma_i) \) means the total remaining bits that the BS can give \( M_i \) in the current downlink subframe, using \( M_i \)'s channel rate \( c_i \).
3. We then select the first \( \lceil \delta n \rceil \) MSSs to serve their real-time data. For each such MSS \( M_i \), we allocate it with a resource of

\[ a_i = \min \left\{ c_i \times \left(\mathcal{F} - \sigma_i\right), b_i R \right\}. \]  

4. For each \( M_i, i = 1..n \), we allocate it with a resource of

\[ a_i = \min \left\{ c_i \times (\mathcal{F} - \sigma_i), b_i R + b_i N \right\}. \]  

5. For each \( M_i, i = 1..n \), we set \( a_i^R = \min \{ b_i^R, a_i \} \) and \( a_i^N = a_i - a_i^R \).

Note that in step 3, we serve the real-time traffics of the first \( \lceil \delta n \rceil \) MSSs if there still remains free space. This is to avoid cumulating too much urgent real-time data in the following frames. If there are free slots after step 3, we can distribute them among MSSs, as shown in step 4. Finally, in step 5, we transform the result of assignment \( a_i \) into \( (a_i^R, a_i^N) \) to serve the real-time and non-real-time traffics of each MSS \( M_i \).

Since \( d_i \leq b_i R \leq b_i R + b_i N \), we have Eq. (4) \( \leq \) Eq. (5) \( \leq \) Eq. (6). So, \( M_i \) can be allocated with enough slots by Eq. (5) to support its urgent data. Similarly, \( M_i \) can be allocated with enough slots by Eq. (6) to support all its real-time data.

### IV. Simulation Results

In this section, we present some simulation results to verify the effectiveness of our algorithm. We develop a simulator by C++ language. Table II lists the system parameters used in our simulator, which follows those defined in the IEEE 802.16 standard.

For each MSS, its admitted real-time data rate \( r_i^R \) and non-real-time data rate \( r_i^N \) are randomly selected from \([0, 400]\) bits per frame. The channel condition of an MSS will change during the simulations. We use a three-state Markov chain [12] to model the change of channel conditions, as shown in Fig. 2. In particular, let \( MCS = \{\text{QPSK1/2}, \text{QPSK3/4}, \text{16QAM1/2}, \text{16QAM3/4}, \text{64QAM1/2}, \text{64QAM3/4}\} \) be the list of modulation and coding schemes and \( MCS[x] \) denote the scheme with index \( x \). Suppose that an MSS uses the scheme of \( MCS[x] \) under its channel condition at the current frame. There is a probability of \( \frac{1}{2} p_t \) that it has to use the scheme of \( MCS[x - 1] \) when the channel condition becomes worse at the next frame. Also, there is a probability of \( \frac{1}{2} p_t \) that it can use the scheme of \( MCS[x + 1] \) when the channel condition becomes better at the next frame. In addition, there is a probability of \( 1 - p_t \) that the channel condition of the MSS remains the same at the next frame. We set the transition probability \( p_t = 0.5 \) and the \( x \) value of each MSS is randomly selected from 2 to 5.

The number of MSSs (i.e., \( n \)) is ranged from 20 to 70. Due to the limited resource, the system can totally serve at most 70 MSSs. We compare our proposed algorithm against the Max-Throughput (MT) scheme and the MPF scheme [5]. The MT scheme always selects the MSS with the best channel condition \( c_i \) to serve. The MPF scheme assigns priorities to MSSs according to their \( c_i \) values and data rates. In our simulations, the values of weights \( w_R \) and \( w_N \) are set to 0.9 and 0.1, respectively.
TABLE II
SYSTEM PARAMETERS USED IN OUR SIMULATOR.

<table>
<thead>
<tr>
<th>parameter</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>FFT (fast Fourier transform) size</td>
<td>1024</td>
</tr>
<tr>
<td>zone category</td>
<td>PUSC (partial usage of subchannel) with reuse 1</td>
</tr>
<tr>
<td>modulation and coding scheme frame duration</td>
<td>QPSK1/2, QPSK3/4, 16QAM1/2, 16QAM3/4, 64QAM1/2, and 64QAM3/4</td>
</tr>
<tr>
<td>types of real-time traffics</td>
<td>UGS and rtPS</td>
</tr>
<tr>
<td>types of non-real-time traffics</td>
<td>rtPS and BE</td>
</tr>
</tbody>
</table>

A. Network Throughput

We first compare the network throughput of these three scheduling schemes. Fig. 3 illustrates the effect of different numbers of MSSs on the network throughput. We can observe that when the number of MSSs is smaller than 40, the network throughput of all scheduling schemes are similar. This is because quite few MSSs ask for transmission, so the effect of different scheduling schemes is not significant. However, when the number of MSSs grows, our scheduling algorithm can improve the network throughput as compared with the MT and MPF schemes. This is because our scheduler will assign a higher priority to two kinds of MSSs: 1) the MSSs that have a better channel condition (i.e., a larger $c_i$) and 2) the MSSs whose current channel condition is better than their historical channel conditions (i.e., $c_i > c_i^{avg}$). In this way, the MSSs can use a higher data rate to transmit their packets, so the network throughput can be increased.

B. Fairness Index

Although our scheduling algorithm benefits those MSSs that can transmit data using high data rates, it still can maintain long-term fairness among all MSSs. This is verified in Fig. 4, which demonstrates the effect of different numbers of MSSs on the fairness index (i.e., Eq. (1)). We can observe that the fairness index of our scheduling algorithm is still close to 1, even though there are 70 MSSs in the system. This is because our scheduler will assign a higher priority to those MSSs that have queued a large amount of data. On the other hand, the fairness indices of both the MT and MPF schemes drop significantly when the number of MSSs grows, because they only allow the MSSs with better channel conditions to transmit their data first.

C. Packet Dropping Ratios of Real-Time Traffics

We then compare the packet dropping ratios of real-time traffics under different scheduling schemes. Fig. 5 illustrates the effect of different numbers of MSSs on the packet dropping ratios of real-time traffics. When the number of MSSs is more than or equal to 50, the network starts saturated. We can observe that the packet dropping ratios of both the MT and MPF schemes increase when the number of MSSs increases. This is because they do not differentiate real-time traffics from non-real-time ones, causing a large amount of non-real-time traffics to contend with urgent real-time traffics. On the other hand, by making MSSs transmit their urgent real-time traffics first, our scheduling algorithm can result in zero packet dropping ratio, even though there are 70 MSSs in the system. This verifies the effectiveness of our algorithm.

D. Satisfaction Ratios of Non-Real-Time Traffics

Although our scheduling algorithm benefits real-time traffics, it does not starve non-real-time traffics. This is verified in Fig. 6, which demonstrates the effect of different numbers of MSSs on the satisfaction ratio of non-real-time traffics (i.e., Eq. (3)). We can observe that the satisfaction ratio of our scheduling algorithm is still close to 1, even though there are 70 MSSs in the system. This is because our scheduler will assign a higher priority to those MSSs that have queued a large amount of non-real-time data. On the other hand, the
In this paper, we have proposed a priority-based scheduling algorithm for the downlink communication in an IEEE 802.16 broadband wireless network. Our scheduling algorithm can allocate resources to MSSs based on their channel conditions and buffered data. The MSSs with good channel conditions and urgent real-time data will be served first. In this way, we can not only increase the network throughput but also alleviate the delays of real-time traffics. Our scheduling algorithm also addresses the fairness issue, so non-real-time traffics are not starved. Simulation results have shown that our scheduling algorithm can improve the network throughput, maintain the long-term fairness, alleviate the packet dropping ratios of real-time traffics, and increase the satisfaction ratios of non-real-time traffics.

V. Conclusions
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