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1 Introduction

The rapid progress of wireless communication and embedded micro-sensing microelectromechanical systems (MEMS) technologies has made wireless sensor networks (WSN) possible. A WSN consists of many inexpensive wireless sensors, which are capable of collecting, storing, processing environmental information, and communicating with neighboring nodes. In the past, sensors are connected by wirelines. With the development of ad hoc networking technologies, tiny sensors can communicate through wireless links in a more convenient manner (Pottie and Kaiser, 2000; Sohrabi et al., 2000).

A lot of applications of WSN have been proposed. For example, wildlife monitoring applications are discussed in (FireBug 2004; GreatDuckIsland 2004) and mobile object tracking issues are addressed in (Lin and Tseng, 2004; Tseng et al., 2003). How to ensure network coverage/connectivity is discussed in (Huang et al., 2005; Yan et al., 2003). Guiding applications based on wireless sensor networks are presented in (Li et al, 2003; Tseng et al., 2006). Applications of mobile sensors are presented in (Tseng et al., 2005).

Many WSN platforms have been developed, such as MICA2, MICAz, TelosB MOTE (Xbow, 2005), and Dust Network (DustNetworks, 2005). To allow different systems to work together, standards are needed. ZigBee/IEEE 802.15.4 protocols are developed for this purpose. ZigBee/IEEE 802.15.4 is a global hardware and software standard designed for WSN requiring high reliability, low cost, low power, scalability, and low data rate. Table x.1 compares ZigBee/IEEE 802.15.4 against several other wireless technologies. The ZigBee alliance (ZigBee, 2004) is to work on the interoperability issues of ZigBee/IEEE 802.15.4 protocol stacks. The IEEE 802.15 WPAN Task Group 4 (IEEE Std 802.15.4, 2003) specifies physical and data link layer protocols for ZigBee/IEEE 802.15.4. The relationship of ZigBee and IEEE 802.15.4 is shown in Fig. x.1. In the current development, IEEE 802.15 WPAN working group creates two task groups 15.4a and 15.4b. The former is to specify an alternate physical layer, the ultra wide band (UWB) technologies. The latter is to enhance the IEEE 802.15.4 MAC protocol so that it can tightly couple with the network layer functionalities specified by ZigBee. ZigBee alliance published the version 1.0 standard in Dec. 2004.
Table x.1. Comparison of different wireless technologies (ZigBee, 2004).

<table>
<thead>
<tr>
<th>Standard</th>
<th>ZigBee/IEEE 802.15.4</th>
<th>Bluetooth</th>
<th>UWB</th>
<th>IEEE 802.11 b/g</th>
</tr>
</thead>
<tbody>
<tr>
<td>Working frequency</td>
<td>868/915 MHz, 2.4GHz</td>
<td>2.4 GHz</td>
<td>3.1 - 10.6 GHz</td>
<td>2.4 GHz</td>
</tr>
<tr>
<td>Range (m)</td>
<td>30 – 75+</td>
<td>10 – 30</td>
<td>~10</td>
<td>30 – 100 +</td>
</tr>
<tr>
<td>Data rate</td>
<td>20/40/250 kbps</td>
<td>1 Mbps</td>
<td>100+ Mbps</td>
<td>2 – 54 Mbps</td>
</tr>
<tr>
<td>Devices</td>
<td>255 – 65k</td>
<td>8</td>
<td>50 – 200</td>
<td>~160 mW – 600W</td>
</tr>
<tr>
<td>Power consumption</td>
<td>~1 mW</td>
<td>~40 – 100 mW</td>
<td>~80 – 300 mW</td>
<td>~160 mW – 600W</td>
</tr>
<tr>
<td>Cost ($US)</td>
<td>~2 – 5</td>
<td>~4 – 5</td>
<td>~5 – 10</td>
<td>~20 – 50</td>
</tr>
</tbody>
</table>

Companies such as Chipcon (Chipcon, 2005), Ember (Ember, 2005), and Freescale (Freescale, 2005) provide system-on-chip solutions of ZigBee/IEEE 802.15.4. For home networking, ZigBee/IEEE 802.15.4 can be used for light control, heating ventilation air conditioning (HVAC), security monitoring, and emergency event detection. For health case, ZigBee/IEEE 802.15.4 can integrate with sphygmomanometers or electronic thermometers to monitor patients’ statuses. For industrial control, ZigBee/IEEE 802.15.4 devices can be used to improve the current manufacturing control systems, detect unstable situations, control production pipelines, and so on.

In the rest of this chapter, we will review IEEE 802.15.4 and ZigBee network layer protocols in Section 2 and Section 3, respectively. Section 4 discusses the beacon scheduling issue in a ZigBee tree network. Section 5 introduces the broadcast procedures in ZigBee. Some application examples of WSN are introduced in Section 6. Finally, we conclude this chapter in Section 7.

2 IEEE 802.15.4 Basics

IEEE 802.15.4 specifies the physical layer and data link layer protocols for low-rate wireless personal area networks (LR-WPAN), which emphasize on simple, low-cost applications. Devices in such networks normally have less communication capabilities and limited power, but are expected to operate for a longer period of time. As a result,
energy-saving is a critical design issue. In IEEE 802.15.4, there are two basic types of network topologies, the star topology and the peer-to-peer topology. Devices in a LR-WPAN and can be classified as full function devices (FFDs) and reduced function devices (RFDs). One device is designated as the PAN coordinator, which is responsible for maintaining the network and managing other devices. A FFD has the capability of becoming a PAN coordinator or associating with an existing PAN coordinator. A RFD can only send or receive data from a PAN coordinator that it associates with. Each device in IEEE 802.15.4 has a unique 64-bit long address. After associating to a coordinator, a device will be assigned a 16-bit short address. Then packet exchanges between the coordinator and devices will use short addresses. In the following, the IEEE 802.15.4 physical layer and data link layer protocols are introduced.

2.1 Physical Layer (PHY)

In IEEE 802.15.4 PHY, there are three operating frequency bands with 27 radio channels. These bands are 868 MHz, 915 MHz, and 2.4 GHz. The channel arrangement is shown in Fig. x.2. Channel 0 is in the frequency 868.0~868.6 MHz, which provides a data rate of 20 kbps. Channels 1 to 10 work in frequency 902.0~928.0 MHz and each channel provides a data rate of 40 kbps. Channels 11~26 are located in frequency 2.4~2.4835 GHz and each channel provides a data rate of 250 kbps.

Channels 0 to 10 use the binary phase shift keying (BPSK) as their modulation scheme, and channels 11 to 26 use the offset quadrature phase shift keying (O-QPSK) as their modulation scheme. The required receiver sensitivity should be larger than -92 dBm for channels 0 to 10, and larger than -85 dBm for channels 11 to 26. The transmit power should be at least -3 dBm (0.5 mW). The transmission radius may range from 10 meters to 75 meters. Targeting at low-rate communication systems, in IEEE 802.15.4, the payload length of a PHY packet is limited to 127 bytes.

2.2 Data Link Layer
In all IEEE 802 specifications, the data link layer is divided into two sublayers: *logical link control (LLC)* sublayer and *medium access control (MAC)* sublayer. The LLC sublayer in IEEE 802.15.4 follows the IEEE 802.2 standard. The MAC sublayer manages superframes, controls channel access, validates frames, and sends acknowledgements. The IEEE 802.15.4 MAC sublayer also supports low power operations and security mechanisms. In the following subsections, we introduce the MAC layer protocols in IEEE 802.15.4.

### 2.2.1 Superframe Structure

In IEEE 802.15.4, the superframe structure of a network is defined by its coordinator. The length of a superframe is equal to the time interval of two adjacent beacons sent by a coordinator. A superframe can be divided into an active portion and an inactive portion. An active portion consists of 16 equal-length slots and can be further partitioned into a *contention access period (CAP)* and a *contention free period (CFP)*. The CAP may contain \( i \) slots, \( i = 1, 2, \ldots, 16 \), and the CFP, which follows the CAP, may contain \( 16 - i \) slots. The coordinator and network devices can exchange packets during the active portion and go to sleep during the inactive portion. The superframe structure is shown in Fig. x.3.

Beacons are used for starting superframes, synchronizing with other devices, announcing the existence of a PAN, and informing pending data in coordinators. In a beacon-enabled network, devices use the slotted CAMA/CA mechanism to contend for the usage of channels. FFDs which require fixed rates of transmissions can ask for *guarantee time slots (GTS)* from the coordinator. A CFP can include multiple GTSs, and each GTS may contain multiple slots. For example, in Fig. x.3, GTS 0 uses three slots and GTS 1 uses two slots. A coordinator can allocate at most seven GTSs for network devices.

In IEEE 802.15.4, the structure of superframes is controlled by two parameters: *beacon order (BO)* and *superframe order (SO)*, which decide the length of a superframe and its active portion, respectively. For a beacon-enabled network, the setting of BO and SO should satisfy the relationship \( 0 \leq SO \leq BO \leq 14 \). For channels 11 to 26, the length of a superframe can range from 15.36 ms to 215.7 s, so can an
active potion. Specifically, the length of a superframe is

\[ BI = a_{\text{BaseSuperframeDuration}} \times 2^{BO} \text{ symbols}, \]

where each symbol is 1/62.5 ms and \( a_{\text{BaseSuperframeDuration}} = 960 \) symbols. Note that the length of a symbol is different for channels 0 to 10. The length of each active portion is

\[ SD = a_{\text{BaseSuperframeDuration}} \times 2^{SO} \text{ symbols}. \]

Therefore, each device will be active for \( 2^{(BO-SO)} \) portion of the time, and sleep for \( 1-2^{(BO-SO)} \) portion of the time. Change the value of (BO-SO) allows us to adjust the on-duty time of devices, and thus estimate the network lifetime. Table x.2 shows the relationship between (BO-SO) and duty cycle of network devices. When the value of (BO-SO) becomes larger, the duty cycle of network devices will reduce. For a non-beacon-enabled network, the values of both BO and SO will be set to 15 to indicate that superframes do not exist. Devices in a non-beacon-enabled network always use the unslotted CSMA/CA to access the channels. Since there is no superframe structure, devices can not go to sleep to save energy.

Table x.2: The relationship between (BO-SO) and the duty cycle of network devices.

<table>
<thead>
<tr>
<th>BO-SO</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Duty cycle (%)</td>
<td>100</td>
<td>50</td>
<td>25</td>
<td>12</td>
<td>6.25</td>
<td>3.125</td>
<td>1.56</td>
<td>0.78</td>
<td>0.39</td>
<td>0.195</td>
<td>&lt; 0.1</td>
</tr>
</tbody>
</table>

### 2.2.2 Data Transfer Models

IEEE 802.15.4 defines three data transfer models: 1) data transmission to a coordinator, 2) data transmission from a coordinator, and 3) data transmission between peers. The first two models are for star networks and the last one is for peer-to-peer networks. In the following, we introduce these three data transfer models.

1. **Data transmission to a coordinator:** In a beacon-enabled network, devices that have data to send use the slotted CSMA/CA mechanism to contend for channels after receiving beacons. In a non-beacon-enabled network, devices contend for channels using the unslotted CSMA/CA mechanism. In both kinds of networks, after successfully obtaining a channel, a device can send data to its coordinator directly. A coordinator that receives a data frame from a device may reply an acknowledgement (optional). Fig. X.4 shows the procedures of data transfer to a coordinator.

2. **Data transmission from a coordinator:** Data transmission from a coordinator is based on requests from devices. In a beacon-enabled network, a coordinator should notify devices that it has buffered packets by its beacons, instead of directly sending data frames to devices. A device that receives a beacon first checks whether its ID appears in the pending data fields in the beacon. If so, this device sends a data request command to the coordinator. The coordinator, after receiving the data request, will reply an acknowledgement and forward the data frame to that device. On the other hand, in a non-beacon-enabled network, a
device should periodically send data request frames to query the coordinator if there are buffered packets for itself. The coordinator, on receipt of a data request frame, should check if there are frames for the sender. If so, the coordinator will reply an acknowledgement and then send a data frame to the corresponding device. The procedures of data transmission from a coordinator are shown in Fig. x.5.

3. **Data transmission between peers:** In a beacon-enabled network, peers cannot send data to each other directly. However, peers can directly transmit data to each other in a non-beacon-enabled network. The unslotted CSMA/CA mechanism is used to contend for channels.

---

**2.2.3. CSMA/CA Mechanisms**

There are two channel access mechanisms in IEEE 802.15.4. One is unslotted CSMA/CA and the other is slotted CSMA/CA. The operations of unslotted CSMA/CA are similar to the ones in IEEE 802.11 CSMA/CA. A device that has a data...
or command frame to send will randomly backoff a period of time. If the medium is idle when the backoff expires, this device can transmit its frame. On the other hand, if the medium is busy, this device will increase its backoff window and waits for another period of time.

The slotted CSMA/CA works differently from unslotted CSMA/CA. In the slotted CSMA/CA mechanism, the superframe structure is needed. A superframe can be further divided into smaller slots called backoff periods, each of length 20 symbols\(^1\). The start of the first backoff period in a superframe is aligned to the start of beacon transmission. Before transmission, a device first calculates a random number of backoff periods. After timeout, the device should perform clear channel assessment (CCA) twice in the upcoming two backoff periods. If the channel is found to be clear in two CCAs, the device can start to transmit a frame to the coordinator. If the channel is found to be busy in any of the two CCAs, the device should double its contention window and perform another random backoff. Fig. x.6 shows the procedures of the slotted CSMA/CA mechanism in IEEE 802.15.4.

![Slotted CSMA/CA diagram]

Fig. x.6. The basic slotted CSMA mechanism in IEEE 802.15.4.

---

1 The time required to transmit a symbol varies according to working bands of PHY. For example, in the 2.4 GHz band, the length of a symbol is 16 us; hence, in the 2.4 GHz band, a unit backoff period is 320 us.
2.2.4. Association and Disassociation Procedures

A device becomes a member of a PAN by associating with its coordinator. At the beginning, a device should scan channels to find potential coordinators. After choosing a coordinator, the device should locate the coordinator’s beacons and transmit an association request command to the coordinator. In a beacon-enabled network, the association request is sent in the CAP of a superframe. In a non-beacon-enabled network, the request is sent by the unslotted CSMA/CA mechanism. On receipt of the association request, the coordinator will reply an ACK. Note that correctly receiving an ACK does not mean that device has successfully associated to the coordinator; the device still has to wait for an association decision from the coordinator. The coordinator will check its resource to determine whether to accept this association request or not. In IEEE 802.15.4, association results are announced in an indirect fashion. A coordinator responds to association requests by appending devices’ long addresses in beacon frames to indicate that the association results are available. If a device finds that its address is appended in a beacon, it will send a data request to the coordinator to acquire the association result. Then the coordinator can transmit the association result to the device. The association procedure is summarized in Fig. 7.

When a coordinator would like an associated device to leave its PAN, it can send a disassociation notification command to the device. After receiving this command, the device will reply an ACK. If the ACK is not correctly received, the coordinator will still consider that the device has been disassociated. When an associated device wants to leave a PAN, it also sends a disassociation notification command to the coordinator. On receipt of the command, the coordinator will reply an ACK and
remove the records of the correspond device. Similar to the above case, the device considers itself disassociated even if it does not receive an ACK from the coordinator.

2.3. Summary of IEEE 802.15.4

IEEE 802.15.4 specifies the physical layer and data link layer protocol for low-rate wireless personal area networks. However, this specification only concerns communications between devices that are within each other’s transmission range. For larger sensor networks, the support of network layer protocols is needed. In the next section, we will introduce a developing standard, ZigBee, which supports protocols above the data link layer for connecting IEEE 802.15.4 devices together.

![Zigbee Network Topologies](image)

**Fig. x. 8. Zigbee network topologies: (a) star, (b) tree, and (c) mesh.**

3 ZigBee Network Layer

In ZigBee, the network layer provides reliable and secure transmissions among devices. Three kinds of networks are supported, namely star, tree, and mesh networks. A ZigBee coordinator is responsible for initializing, maintaining, and controlling the network. A star network has a coordinator with devices directly connecting to the coordinator. For tree and mesh networks, devices can communicate with each other in a multihop fashion. The network backbone is formed by one ZigBee coordinator and multiple ZigBee routers. RFDs can join the network as end devices by associating with the ZigBee coordinator or ZigBee routers. In a tree network, the coordinator and routers can announce beacons. However, in a mesh network, regular beacons are not allowed. Devices in a mesh network can only communicate with each other by peer-to-peer transmissions specified in IEEE 802.15.4. Some example of ZigBee network topologies are shown in Fig. x. 8.
3.1 Network Formation

Devices that are coordinator-capable and do not currently join a network can be candidates of ZigBee coordinators. A device that desires to be a coordinator will scan all channels to find a suitable one. After selecting a channel, this device broadcasts a beacon containing a PAN identifier to initialize a PAN. A device that hears beacons of an existing network can join this network by performing the association procedures and specifying its role, as a ZigBee router or as an end device. The beacon sender will determine whether to accept this device or not by considering its current capacity and its permitted association duration. Then the association response can be carried by its beacons. If a device is successfully associated, the association response will contain a short 16-bit address for the request sender. This short address will be the network address for that device.

3.2 Address Assignment in a ZigBee Network

In a ZigBee network, network addresses are assigned to devices by a distributed address assignment scheme. After forming a network, the ZigBee coordinator determines the maximum number of children ($C_m$) of a ZigBee router, the maximum number of child routers ($R_m$) of a parent node, and the depth of the network ($L_m$). Note that $C_m \geq R_m$ and a parent can have $(C_m - R_m)$ end devices as its children. In this algorithm, addresses of devices are assigned by their parents. For the coordinator, the whole address space is logically partitioned into $R_m + 1$ blocks. The first $R_m$ blocks are to be assigned to the coordinator’s child routers and the last block is reversed for the coordinator’s own child end devices. In this scheme, a parent device utilizes $C_m$, $R_m$, and $L_m$ to compute a parameter called $C_{skip}$, which is used to compute the starting addresses of its children’s address pools. The $C_{skip}$ for the ZigBee coordinator or a router in depth $d$ is defined as:

$$C_{skip}(d) = \begin{cases} 1 + C_m \cdot (L_m - d - 1), & \text{if } R_m = 1 \wedge \wedge \wedge \wedge (a) \\ 1 + C_m - R_m - C_m \cdot R_m^{L_m - d - 1} \over 1 - R_m, & \text{Otherwise } \wedge \wedge \wedge \wedge (b) \end{cases}$$

(1)

The coordinator is said to be at depth 0; a node which is a child of another node at depth $d$ is said to be at depth $d+1$. Consider any node $x$ at depth $d$, and any node $y$ which is a child of $x$. The value of $C_{skip}(d)$ indicates the maximum number of nodes in the subtree rooted at $y$ (including $y$ itself). For example, in Fig. x. 9, since the $C_{skip}$ value of B is 1, the subtree of C will contain no more than 1 node; since the $C_{skip}$ value of A is 7, the subtree of B will contain no more than 7 nodes. To understand the formulation, consider again the nodes $x$ and $y$ mentioned above. Node $y$ itself counts for one node. There are at most $C_m$ children of $y$. Among all children of $y$, there are at most $R_m$ routers. So there are at most $C_m R_m$ grandchildren of $y$. It is not hard to see that there are at most $C_m R_m^2$ great grandchildren of $y$. So the size of the subtree rooted at $y$ is bounded by

$$C_{skip}(d) = 1 + C_m + C_m R_m + C_m R_m^2 + \ldots + C_m R_m^{L_m - d - 2},$$

(2)

since the depth of the subtree is at most $L_m - d - 1$. We can derive that
Eq. 2 = 1 + Cm(1 + Rm + Rm^2 + …… + Rm^{Lm-d-2})

= 1 + Cm(1 - Rm^{Lm-d-1})/(1 - Rm)

= Eq. 1(b)

Address assignment begins from the ZigBee coordinator by assigning address 0 to itself and depth d=0. If a parent node at depth d has an address \(A_{\text{parent}}\), the \(n\)th child router is assigned to address \(A_{\text{parent}} + (n-1) \times C_{\text{skip}}(d)+1\) and \(n\)th child end device is assigned to address \(A_{\text{parent}} + Rm \times C_{\text{skip}}(d)+n\). An example of the ZigBee address assignment is shown in Fig. x. 9. The \(C_{\text{skip}}\) of the ZigBee coordinator is obtained from Eq. 1 by setting \(d=0\), \(Cm=6\), \(Rm=4\), and \(Lm=3\). Then the 1\(^{st}\), 2\(^{nd}\), and 3\(^{rd}\) child routers of the coordinator will be assigned to addresses 0+(1-1)×31+1=1, 0+(2-1)×31+1=32, and 0+(3-1)×31+1=63, respectively. And the two child end devices’ addresses are 0+4×31+1=125 and 0+4×31+2=126.

Fig. x. 9. An address assignment example in a ZigBee network.

### 3.3 Routing Protocols

In a tree network, the ZigBee coordinator and routers transmit packets along the tree. When a device receives a packet, it first checks if it is the destination or one of its child end devices is the destination. If so, this device will accept the packet or forward
this packet to the designated child. Otherwise, it will relay packet along the tree. Assume that the depth of this device is \( d \) and its address is \( A \). This packet is for one of its descendants if the destination address \( A_{\text{dest}} \) satisfies \( A < A_{\text{dest}} < A + C_{\text{skip}}(d-1) \), and this packet will be relayed to the child router with address

\[
A_r = A + 1 + \left\lfloor \frac{A_{\text{dest}} - (A + 1)}{C_{\text{skip}}(d)} \right\rfloor \times C_{\text{skip}}(d).
\]

If the destination is not a descendant of this device, this packet will be forwarded to its parent.

In a mesh network, ZigBee coordinators and routers are said to have **routing capacity** if they have routing table capacities and route discovery table capacities. Devices that are routing-capable can initiate routing discovery procedures and directly transmit packets to relay nodes. Otherwise, they can only transmit packets through tree links. In the latter case, when receiving a packet, a device will perform the same routing operations as described in tree networks. When a node needs to relay a received packet, it will first check whether it is routing-capable. If it is routing-capable, the packet will be unicasted to the next hop. Otherwise, the packet will be relayed along the tree.

A device that has routing capacity will initiate route discovery if there is no proper route entry to the requested destination in its routing table. The route discovery in a ZigBee network is similar to the AODV routing protocol (Perkins et al., 2003). Links with lower cost will be chosen into the routing path. The cost of link \( l \) is defined based on the packet delivery probability on link \( l \). However, how to calculate the packet delivery probability is not explicitly stated in the ZigBee specification.

At the beginning of a route discovery, the source broadcasts a route request packet. A ZigBee router that receives a route request packet first computes the link cost. If this device has routing capacity, it will rebroadcast this request if it does not receive this request before or the link cost recorded in route request plus the cost it just computed is lower than the former received request. Otherwise, it will discard this request. For the case that a ZigBee router that is not routing capable receives a route request, it also determines whether to resend this request based on the same comparison. If this device determines to resend this route request, it will check the destination address and unicasts this route request to its parent or to one of its children (in the tree network). An example is shown in Fig. x. 10. In Fig. x. 10, device S broadcasts a route request for destination T and devices A and D receive this packet. Since device A has no routing capacity, it will check the address of destination T and unicasts this request to device C. Since device D has routing capacity, it will rebroadcast this request. A device that has resent a route request packet will record the request sender in its route discovery table. This information will be discarded if this device does not receive a route reply within a time interval.
When the destination receives route request packets from multiple paths, it will choose the routing path with the lowest cost and send a route reply packet to the source. The route reply packet will be sent by unicast. An intermediate node that receives the route reply packet checks its route discovery table and sends the route reply to the request sender. After the source node successfully receives the route reply, it can send data packets to the destination node along the discovered route.

The ZigBee network layer also specifies route maintenance mechanisms for mesh and tree networks. In a mesh network, route failure is detected by a failure counter. If the counter of a ZigBee router exceeds a threshold, the router can start the route maintenance procedure. For those routers that have routing capacity, they can flood route request packets to find destinations. For routers that do not have routing capacity, they will unicast route request packets to their parents or children according to the destination addresses. However, in a tree network, a router does not broadcast route request packets when it loses its parent. Instead, it disassociates with its parent and tries to re-associate with a new parent. After re-association, it will receive a new short 16-bit network address and can transmit packets to its new parent. Note that a device that re-associates to a new parent will disconnect all its children. Those children that lose their parents will also try to find new parents. On the other hand, when a router cannot send packets to a child, it will directly drop this packet and send a route error message to the packet originator. Then this router will send a disassociation notification command to the child. The disassociated child may reconnect to the same parent or find a new parent depending on its new scan result.

3.4 Summary of the ZigBee Network Layer

ZigBee is designed to support low-cost network layer. It supports three kinds of network topologies, which are star, tree, and mesh networks. Network developers can choose a suitable network topology for their applications. The pros and cons of these three topologies are summarized in Table x. 3.
Table 3. Pros and cons of different kinds of ZigBee network topologies.

<table>
<thead>
<tr>
<th>Pros</th>
<th>Cons</th>
</tr>
</thead>
</table>
| **Star** | 1. Easy to synchronize  
2. Support low power operation  
3. Low latency | 1. Small scale |
| **Tree** | 1. Low routing cost  
2. Can form superframes to support sleep mode  
3. Allow multihop communication | 1. Route reconstruction is costly  
2. Latency may be quite long |
| **Mesh** | 1. Robust multihop communication  
2. Network is more flexible  
3. Lower latency | 1. Cannot form superframes (and thus cannot support sleep mode)  
2. Route discovery is costly  
3. Needs storage for routing table |

4 Beacon Scheduling in ZigBee Tree Networks

In a tree network, the ZigBee coordinator and routers can transmit beacons. Sending beacons facilitates devices to synchronize with their parents and thus can support devices to go to sleep and save energy. Recall that after forming a network, the network coordinator will determine the beacon order (BO) and superframe order (SO). When BO is larger than SO, devices can go to sleep during the inactive portions of superframes. In the ZigBee network specification version 1.0, a superframe can be divided into \(2^{BO-SO}\) non-overlapping time slots. A router can choose a slot to announce its beacon. The start time of its beacons is also the start time of superframes of that router. Therefore, routers’ superframes will be shifted away from those of the coordinator’s by multiples of SD.

To avoid collisions, a device should not arbitrarily choose a slot to transmit its beacons. A device should avoid using the same beacon transmit slots as its neighbors’ and its parent’s; otherwise, its children may lose beacons due to collisions. Beacon collisions may occur in two ways: *direct beacon conflict* between two neighbors (refer to Fig. 11(a)) and *indirect beacon conflict* between non-neighbors (refer to Fig. 11(b)). In Fig. 11(b), since A and B are not neighbors, the conflict is more difficult to detect. The ZigBee network specification version 1.0 does not provide an explicit solution to this problem. In the current specification, a device should keep the beacon transmission schedules of its neighbors and its neighbor’s parents. In other words, beacon transmission schedules of nodes within two hops should be maintained. The same slots should be avoided. When sending beacons, a device will add the time offset between its beacon transmission time and its parent’s in the beacon payload. This will help a device to choose a conflict-free slot.

In a tree network, a device decides its beacon transmission time when joining the network. During the joining procedure, a device listens to the beacons from its parent and its neighbors for a period of time. Then the device calculates an empty slot as its beacon transmission slot. If there is no available slot, this device will join this network as an end device. After deciding beacon transmission time, the network layer will inform the MAC layer the time difference between its beacon transmission time and
its associated parent’s beacon transmission time.

Fig. x. 11. Beacon conflicts in a ZigBee tree network: (a) direct beacon conflict and (b) indirect beacon conflict.

5. Broadcasting in ZigBee Networks

The ZigBee network specification version 1.0 defines the broadcast procedure in mesh networks. The network layer informs the MAC layer to broadcast network-layer packets. In ZigBee, the broadcast initiator can specify the scope of this broadcast. A device that receives a broadcast packet will check whether the radius field in the broadcast packet is larger than zero. If so, the device will rebroadcast the packet; otherwise, this packet will not be further broadcast. ZigBee defines a passive acknowledgement mechanism to ensure the reliability of broadcasting. After broadcasting, the ZigBee device records the sent broadcast packet in its broadcast transaction table (BTT). The BTT will be combined with its neighbor table. This allows devices to track whether their broadcast packets have been properly rebroadcast or not. If a device finds that a neighbor does not rebroadcast, it will rebroadcast to guarantee reliability.

In ZigBee, devices use different strategies to broadcast packets according to the parameter \( \text{maxRxOnWhenIdle} \) in the MAC layer. \( \text{maxRxOnWhenIdle} \) controls whether a device can receive data when idle. By the nature of wireless communication, devices can detect radio signals when idle. However, they will refuse to process the received signals if \( \text{maxRxOnWhenIdle} \) is False. When broadcasting is needed, a device with \( \text{maxRxOnWhenIdle} = \text{True} \) will do so immediately. This device will also unicast the broadcast packet to those neighbors with \( \text{macRxOnWhenIdle} \) set to False. On the other hand, a device with \( \text{macRxOnWhenIdle} \) set to False can only unicast the broadcast packet to its neighbors. This is because that the device may miss passive acknowledgements from neighbors. Unicasting can ensure reliability. Fig. x. 12 shows an example that router A sets \( \text{macRxOnWhenIdle} \) to False. After receiving the broadcast packet from S, A will relay the packet to B and C by uncasting.

However, broadcasting in ZigBee network may cause redundant transmissions. Reference (Ding et al., 2006) introduces a tree-based broadcast scheme to relieve this
problem. The authors utilize the properties of ZigBee address assignment to find a set of forwarding nodes in the network. The proposed algorithm incurs low computation cost.

6 Applications of Wireless Sensor Networks

Many research institutes have developed various applications of wireless sensor networks. In this section, we introduce two such applications: medical care and emergency guiding. The underlying communication protocols in these systems are all based on ZigBee/IEEE 802.15.4 or similar protocols.

6.1 Medical Care Applications

Harvard University and Boston University have developed a medical care application called CodeBlue based on wireless sensor networks (Lorincz et al, 2004). CodeBlue is a remote medical care system. Patients can be well monitored no matter they are in hospital or at home. Two wearable sensors, wireless pulse oximeter sensor and 2-lead electrocardiogram sensor, have been developed on MICA2 MOTE and Telos MOTE platforms (Xbow, 2005) to detect patients’ physiological statuses. These sensors can be used to collect heart rates and oxygen saturation information. Sensors use an ad hoc routing protocol to send information to a sink. The sink keeps track of patients’ statuses so that doctors can make remote diagnoses. Moreover, wireless sensors are
integrated with PDAs. Patients and rescuers can watch for vital signs on PDAs in a real-time fashion. When detecting abnormal events from patients, sensors will automatically alert nearby hospitals or doctors. Rescuers can quickly locate patients by location tracking services implemented in CodeBlue.

Reference (Ho et al., 2005) integrates wireless sensor networks with the RFID technology to develop an elder healthcare application. This system utilizes RFID to identify medications and uses wireless sensors to monitor if elders take right medications. Each medication has an unique ID. A patient wears a RFID reader connected to a MOTE. When the patient moves a medication bottle, a weight sensor on the bottom of this bottle can detect this event. This system can monitor whether the patient doses the right medication or the correct amount of drugs and generate alarms when necessary. Moreover, this system tracks elders by equipping RFID tags on them. When elders do not take medications on time, this system will generate alarms to them.

### 6.2 Fire Emergency Applications

The University of California at Berkeley developed a project called Fire Information and Rescue Equipment (FIRE, 2005) to improve fire-fighting equipments. It can protect fire fighters and help to relieve victims. Fire fighters are equipped with a Telos mote, a wearable computer, and a fireproof mask called FireEye. Wireless smoke and temperature sensors are deployed in a building to monitor the environment. When a fire emergency occurs, wireless sensor can provide real-time emergency-related information, which can be shown on the FireEye. FireEye mask can also show other fire fighters’ locations. The Telos sensor monitors fire fighter’s heart rate and air tank level and propagates the information to other fire fighters.

In some situations, fire fighters may not be able to go into the fire scenes. The integrated mobile surveillance and wireless sensor (iMouse) system (Tseng et al., 2005) supports a mobile sensor car to help monitoring a fire emergency. The iMouse system consists of some wireless sensors deployed in a building and a mobile sensor car. This mobile sensor car is equipped with a WebCam, a wireless LAN card, and a Stargate (Xbow, 2005). At normal time, sensors are responsible for monitoring the environment. When a fire emergency is detected, the mobile sensor car can utilize the information reported from sensors and find a shortest path to visit all emergency sites. After moving to each emergency site, the mobile sensor car will take snapshots around this site and send back these pictures through its WLAN interface. The architecture of the iMouse system is shown in Fig. x. 13.

In a fire emergency, another important issue is to safely guide people inside the emergency scene to exits. Reference (Tseng et al., 2006) designs a distributed emergency navigation algorithm to achieve this goal. As in the previous systems, sensors are responsible for monitoring the environment at normal time. When emergencies occur, sensors will identify hazardous regions. After locating hazardous regions, each sensor will compute a safe guidance direction to one of the exits in a distributed manner. In this system, sensors will avoid leading people to go through hazardous regions. When passing hazardous regions is inevitable, sensors can also guide people as farther away from emergency locations as possible. Fig. x. 14 shows the guidance interface developed in (Tseng et al., 2006). The guiding direction will be
shown on the LED panel depending on the judgement of the sensor attached to the LED panel.

Fig. x. 13. The iMouse system architecture.

Fig. x. 14. The guiding interface developed in (Tseng et al., 2006) for emergency guidance applications.

7 Summary

In this chapter, we have introduced the design of IEEE 802.15.4 and ZigBee network layer protocols. A lot of research institutes and industrial companies have developed their sensor platforms based on ZigBee/IEEE 802.15.4 solutions. ZigBee and IEEE 802.15.4 are designed for lightweight sensor platforms. We have also addressed some
applications such as medical care and fire emergency applications and some prototyping systems. For further readings, (Intanagonwiwat et al., 2003; Schurgers and Srivastava, 2001) address routing protocols and (Dam and Langendoen, 2003; Gandham et al., 2005; Ye et al., 2002) discuss energy efficient MAC protocols in WSN.
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